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ABSTRACT

This Final Contract Report contains papers presenting several useful steps toward

the creation of a more scientific discipline of formatted file design.

in particular, there are papers on:

(1) The first extensive, fundamentally oriented, comparison of key-to-address

transforms utilizing existing formatted files.

(2) Formal, mathematical descriptions of formatted file systems that are used

to provide concepts and means to deal with,

(a) the selection of indexes;

(b) direct retrieval on the basis of multiple attributes, and

(c) questions of storage and response time efficiency.

(3) The calibration of the FORDA I Formatted File Organization Simulation Model.

(4) A new, more powerful 9000 FORTRAN statement model (FOREM II) for simulating

the effects of complex file organizations, and machine configurations on

efficiency and response times in a formatted file query and update environ-

ment.
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INTRODUCTION

The field of Formatted File Organization has become increasingly important with

the advent of large random access peripheral files and requirements for real-time

retrieval and maintenance. It is the purpose of this contract to provide new

techniques, tools and information which will lead to a fundamental design

discipiine for operational files. This design discipline will be solidly based

on studios of actual comnuter hardware systems. software _/!temz, and associated

user files.

The original IBM Research Division-IBM Federal Systems Division work in the area

was recorded in the Final Report for Rome Air Development Center Contract

No. AF 30(602)-4088. This previous report presented for the first time:

(1) Deta;led comprehensive surveys of the processing and content of four large

intelligence files in unclassified, implementation-independent form;

(2) New techniques for the organization of formatted files for direct multiple

attribute retrieval;

(3) A file organization evaluation model (FOREM I) which accepts the survey

material in all its detail with respect to file content and transactions

(complex queries and updates) and allows the user to evaluate the effects

of different file organizations on system efficiency and response time.

This above effort provided a basis for dealing not just with abstract theories,

but also with existing files and hardware-software systems. As the result of a

further contract No. AF 30602-69-C-0100, a prototype file design handbook was

created using information obtained from thousands of actual computer system and

simulation model (primarily FORH4 I) runs. This handbook represents a first

effort to create design guidelines based on extensive empirical data.

The present Final Contract Report represents another step forward in the creation

of empirical information, techniques, and practical tools for file design, Here

again, the philosophy is that empirical and abstract contributions are necessary

for the eventual creation of a science of file design, but that the abstract con-
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tributions must be solidly connected with practical understanding of actual

systems. The work to be reported covers three areas.

The initial area continues the study of actual files. It is represented by a

paper on a fundamentally oriented, comparative study of key-to-address trans-

forms using actual key sets. This paper makes a significant departure from exist-

ing literature on key-to-address transforms; it adds no new transform proposal

tn thb- mo:, existing, unevaluated, uncompared transforms; instead, on the basis

of actual runs, it presents a number of useful facts and guidelines for selecting

a transform appropriate to the user's key set. In its conclusions section, it

goes further to propose and discuss more fundamental techniques for selecting

transforms on the basis of defined characterizations of both transforms and key

sets.

The second area continues work on creating a fundamental basis for file design.

In this area, two papers present formal, mathematical descriptions of certain

aspects of formatted file organizations. These descriptions are then used

to provide means and concepts for dealing with the selection of indexes and the

questions of storage and response time efficiency. A third paper extends the

power of prior work on direct, multiattribute retrieval.

The final area is concerned with the calibration of the FOREM I model and the

creation and description of a new, significantly more powerful program for

modeling formatted file organizations (FORFM 11). This model, which is a 9000

FORTRAN statement program, provides expanded capability in almost all areas over

FOREI I; the most important area, however, is the ability to deal with simultaneous

operations within a single program, with much more complex machine configurations,

and with a wider variety of query formulations.

The model is described in a final paper and by an included copy of the user's

guide documentation.

In summary, this Final Contract Report contains papers presenting several useful

steps toward the creation of a more scientific discipline of formatted file

design.
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SECTION I

KEY-T7-ADDRESS TRANSFORM TECHNIQUES:

A FUNDAM'ENTAL PERFORMANCE STUDY ON LARGE EXISTING FORMATTED FILES

V. Y. Lure
P. S. T. Yuen

M. Dodd
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KEY-TO-ADDRESS TRANSFORM TECHNIQUES:

A FUNDAMENTAL PERFORMANCE STUDY ON LARGE EXISTING FORMATTED FILES*

by

V. Y. Lum
P PS. T. Yuen

,M. Dodd

Information Sciences Department
BlWt Research Labo-atory
San Jose, California

ABSTRACT: This paper presents the results of a study of eight different
key-to-address transformation methods applied to a set of existing files. As
each method is applied to a particular file, load factor and bucket size are
varied over a wide range. In addition, appropriate variables pertinent only
to a specific method also take on different values. The performance of each
method is summarized in terms of the number of accesses required to get to a
record and the number of overflow records created by a transformation. Pecu-
liarities of each method are discussed. Prartical guidelines obtained from
the results are stated. Finally, a proposal for further quantitative funda-
mental study is outlined in the conclusion.
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INTRODUCTION

The direct access mnthod normally provides the most rapid means of accessing a

single record of a formatted file. In cases where there is one record or nearly

one record per possible key value, access requires only a multiplication of the

key by the rocord length to obtain the address of the desired record. The

record can then be obtained by only one access to the peripheral file. When

there is less than one record for every two or more possible key values, then

the direct multiplication transform will leave a considerable amount of empty

space for key values that are unused. To reduce the amount of waste space,

numerous workers have proposed a means for mapping large key spaces into smaller

address spaces. The main problem is that none of the practical instances of these

key-to-address transforms can guarantee to produce a uniform mapping of keys to

addresses for any arbitrary distribution of key values. Given this situation,

one needs guidance on the selection of a technique that will produce the most

nearly uniform distribution for his practical situation.

Unfortunately, up to this time, workers in the field have devoted their efforts

toward inventirg new transforms rather than toward creating guidelines by

comparing existing ones in practical situations so that their relative perfor-

mance can be characterized, The only comparative evaluation known to the

authors appears in Buchholz. I He presents an excellent discussion of various

aspects oi key-to-address transformation, but his experimental results are

minimal. In this paper, we undertake to provide a major experimental, compara-

tive evaluation of several transform techniques and have obtained several

pragmatic user guidelines for the selection of an appropriate practical transform.

Based on this information, we also discuss in the conclusions section a possibly

more quantitative, fundamental approach to transform selection. In particular,

we seek to define two sets of characterization functions which may be applied

to key sets and to transforms. if the characterization functions are valid,

then we should be able to make quantitative comparisons between the characteriza-

tion function values for a partirular key set and the characterization function

values for proposed transforms to decide which transform is likely to perform

best.
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EXPERIMENTAL ENVIRONMENT

There are many factors affecting the performance of key-to-address transform

techniques. This section contains a discussion of the dominant parameters

considered in the present experiments. The topics presented include:

(I) the key set sample

(2) the transformation method

(3) the variable parameters

(4) the method of handling overflows or clashes.

The Sample Key Sets

Characteristics of the eight files used in this experiment are shown in Table I.

The eight key sets contain files of different sizes with a variety of key types.

Some keys are long, some are short, some alphanumeric, and some numeric. In

addition, some files have keys densely distributed in the key spaccý, and some

sparsely distributed. Because of its diversity, it is believed that this sample

is representative of the general range of files. The selected transformation

m.ýthods will be applied to each of these files.

Variables

As mentioned in many articles, 125the two dominant variables affecting

performance are loading factor and bucket size,. The former is thne ratio of

the number of records to the number of record slots. (A slot is a unit of

li

storage space that can hold one record.) The latter is the number of records

that can be accommodated in an image under a transformation. A decrease in the

loading factor reduces the probability that many records will be mapped to the

same location and an increase in the bucket size increases the capacity of each

image. Both will tend to reduce the number of overflow records. in this experi-

ment, the loading factor is varied from 0e5 to 0.95 at intervals of 0.05. For

each choice of the loading factor, the bucket size takes on the values of 1, 2,

5, 10, 20 and 50.
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Number Key Lengthof Records Type* (in no. of symbols)**

County State Code 3072 N 5

Personnel 2241 N 6

Personnel LocatiQn 930 AN 7

Applicants 762 N 6

Customer Code 24050 N 6

Product Code 33575 N 6

Library 4909 A 12

Random Numbers 500 A 10

*A= alpha, N numeric, AN =alphanumeric

**A symbol can be a digit, letter, etc.

TABLE I
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There are other variables pertinent only to a specific transformation. They

will be described in the discussion of the appropriate methods.

Transformation Methods

Six different techniques, producing eight different transformation methods have

been studied. Each method transforms the keys into addresses with bucket size

equal to 1. In the case of a larger bucket size, the bucket addresses are

determined by a modulo B operation, where B is the number of buckets avail-

able. An alternative is to map the key directly into bucket addresses in one

process. However, it was found from the tests made that the alternative showed

no significant difference from the first approach. Because of the way some of

the methods operate, the modulo operation cannot be eliminated from these methods.

Consequently, it was decided that the first approach would be used throughout

the experiment.

(4) Division - Undoubtedly, the best known and most frequently used

technique is division of the key by a positive integer, particularly a prime number.

In this method, the remainder obtained from the division becomes the address

for the key. The divisor, q, is usually chosen to be approximately equal to

the number of available addresses, MI. BuchholzI suggested a refinement that q

be the largest prime number smaller than M. The utility of his suggestion is

not so obvious. Given that a key distribution contains clusters of various

sizes at random with gaps of different lengths also at random, it may be that

the choice of any q equal to or near M will perform just as well. One set

of experiments was performed to check the truth of this conjecture.

(ii) Digit Analysis - In this method, the distribution of values of the

keys in each position or digit (where digit is not necessarily a decimal digit)

is determined. Those positions having the most skewed distributions will be

deleted from the key until the number of remaining digits is equal to the

desired address length, which is the number of digits in the highest slot number.

The criteria adopted to find the digits to be used as addresses, based on the

measure of uniformity in the distribution of values in each digit, is to keep

those positions having no abnormally high peaks or valleys and those having
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small standard deviations. In a given file, the same digits must be dropped from

all keys.

Digit analysis is the only method investigated that exploits key distribution and

it is only a partial exploitation. There do exist "perfect" transformations which

exploit knowledge of the key distributions to produce perfectly uniform distribu-

tions of addresses. These transformations generally require extremely extensive

manipulations of the key sets and are not practical for data bases that receive

even a single new update record. Our study is therefore confined to the practical
"non-perfect" transformations that cannot guarantee perfectly uniform distribu-

tions for arbitrary key sets.

(iii) Mid-Square - A key is multiplied by itself and its address is

obtained by truncating digits at both ends of the product until the number of

digits left is equal to the desired address length. As in the digit analysis

method, the same positions must be kept from all products.

(iv) Folding - A key is partitioned into a number of parts each of which,

except the last, has the same length as the address length. (There are methods

which partition a key into shorter parts. These methods have not been investi-

gated here because it is believed that their characteristics are about the same

as the ones studied.) Two methods have been investigated. One folds the key

at the boundary of the parts as if folding paper. Digits falling into the same

position will be added together. The other method is to shift over the sections

so that the lower ends of the sections align before carrying out the addition

These two methods will be referred to as fold-boundary and fold-shifting,

respectively. In either case, decimal addition is used. Figure 1 below

illustrates the positional manipulation of the two methods.

V 22& I 4aI

LkdrestL Address
I4-engthl-I Length!

I -- Key Length -n[ j-.----- Key Length-- -I

FOLD-BOUNDARY FOLD-SHIFTING

FIGURE 1
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(v) Lin's Method - In this method, a key is expressed in radix p and

the result taken module qm where p and q are relatively prime and m is a

positive integer. Given a key, it is first written as a simple binary bit string.

These bits are then grouped to form p-nary digits. The result is expressed as a

decimal number which, taken modulo q M, gives the address. To simplify the selec-

tion of p, q, and w, it was decided to have p = q + 1, and p and m are so
m

chosen that q approximates the number of addres.es available.

Let us illustrate the process with an example. Suppose that the key is 975.

Encoding each of the digits with 4 bits (the smallest number of bits required to

represent a decimal digit), we have a binary string of 100101110101. Now, if

the number of addresses available is 48, the choice of p = 8, q = 7, and m = 2

conforms to the rule defined. Grouping three bits together, we have

4565)8 = 2421) 10 The address, then, is given as 20 by taking 2421 modulo 49.

(Note that if p had been 10, then the address would have been obtained simply

by taking the key modulo qm, i.e., same as the division method.) Note that there

are different ways to express a key in a binary vectcr, e.g., BCD or binary.

Our investigation showed that the results do not vary significantly for these

cases.

The details in this mapping may not be exactly as proposed by Lin,2 but the

principle remains the same.

(vi) Algebraic Coding - Each digit of a key is considered to be a poly-

nomial coefficient. The polynomial so obtained is divided ay another polynomial

g(x) which is invariant for all the keys in a set. The coefficients of the

remainder polynomial form the address.

This method, based on the theory of error correcting codes,3.4,12 assures that

if g(x) is chosen in such a manner that all polynomials containing g(x) as a

factor have a minimum weight or distance (Hamming distance) of d, then no two

keys differing by d or less positions can '- mapped to the same address.

Application of this theory requires the coeti•,ients of g(x) and k(x), the

division and the polynomial from the key, respectively, to be elements of a

Galois field1 2 of q elements, GF(q), where q is a power of a prime. Thus,

1-8



a decimal key must have as its components elements in GF(q) with q > 10.
Alternatively, one may expand the key into a vector or a string of elements

with the value of each element smaller than 10. Two Galois fields, GF(2)

and GF(16) have been chosen more or less arbitrarily for this study.

The selection of g(x) was done in two ways: (1) selecting g(x) on the

basis of distance, and (2) selecting g(x) randomly with the restriction that

neither the highest degree coefficient nor the constant term is zero. The

degree of g~x), of course, is determined fxum the size of the storage available

so that the remainder can cover the range of addresses. More precise and

detailed discussions on this method can be found in Peterson,12 Schay,3 and

Hanan.

In addition to mapping a set of keys into addresses using one of the methods

discussed, it is also possible to create a transformation with a combination of

two or more methods. For example, one may first multiply a key by itself and

the product is then folded to form an address. Here, mid-square and folding are

used in conjunction. Lin's inethod is essentially a combination of two basic

methods: radix transformation and division. (Actually, nearly all transforma-
tion methods require the application of the division method to find the bucket

addresses.) In this experiment, combining methods will not be studied because

it is believed that the characteristics of the individual methods determine the

characteristics of a combination.

Alphanumeric Keys

Since some of the key sets are alphabetic or alphanumeric and since nearly all

the transformation methods operate only on numerical values, it becomes necessary

to encode the alphabetic or alphanumeric keys as numeric keys. Several different
encoding schemes have been tried. No significant variation in performance was
discovered provided the encoding schemes preserve distinctness of the symbols,

The scheme finally selected and used throughout the experiment is to encode the
letters a, b, c, ... , z into decimal numbers 11, 12. ... , 36. Numerical

digits remain unchanged. It is understood that key length refers to the number

of digits after encoding.
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Overflow Storage

In general, the available memory or address space is divided into small sections

called buckets. Every record will be mapped into one of these buckets. Since

non-perfect transformation techniques may map an excessive number of records into

the same bucket, methods must be devised to handle overflow records which cannot

be accommodated by their home addresses.

The two basic techniques commonly adopted to accommodate overflow records are:

(1) storing them in vacancies in another bucket in the prime area, and

(2) storing them in a separate or independent overflow area. Many variations

are possible in each basic technique. For example, one version of the first

technique is the search for vacancies successively starting from a record's

home bucket, The process continues until an accommodation is found. (Storage

space is considered to be circular and the amount of storage space Must be large

.5.

enough to hold all the records.) This technique, proposed by Peterson, 5is

usually called the open addressing or consecutive spill method. A variation of

this method is to search for space, whenever a record's home bucket is filled,

by skipping a number of buckets as defined by a selected rule.9'15'16  When this

skipping technique is used, one should select a rule such that the entire storage

space can be searched when necessary.

A basic version of the separate overflow method is chaining. Here, the location

of the first overflow record from each bucket is listed in the record's home

bucket. Pointers are stored in each successive overflow record in the chain

to indicate the address of the next record. A variation of the separate over-

flow technique is to provide small areas, each of which can only be used to store

overflow records from a particular section of the prime area. Overflow records

that cannot be accommodated here go to a larger, independent area available to

all buckets.

our study will be limited to the basic techniques of open addressing and of

chaining in separate overflow areas.
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Performance Measure

In order Lo compare the performance of various transformation techniques, a

standard of measurement must be established. After an investigation of various

approaches, the average number of accesses per record and the number of overflow

records were fouaa to be the most appropriate performance indicators.

In open addressing, the number of accesses for a given record is equal to S + 1,

where S is the number of buckets away from that record's home bucket. In

chaining, each record located in its home bucket is said to require one access.

A given overflow record is said to need T + 1 accesses, where T is its chain

position. For each transformation, the average number of accesses per record

and the percentage of overflow records for each key set have been calculated.

Further avt gsn over the entire eight key sets were then computed.

BIPIRiCAL RESULTS AND DISCUSSION

Tables II to XXI present the results of the study. Summarized in the tables are

the average accesses per record for the two different overflow storage techniques,

the average percentage of overflows for each transformation, and the standard

errors. It can be seen from tiicee tables that t..e division technique gives the

best overall performance and that the mid-square technique is a closc second. In

fact, the mid-square method has the lowest number of accesses per record for

open addressing and loading factors below 0.75. The mid-square method also

provides the most consistent performance as evidenced by the small standard error

for the various key distributions. Among the other methods, the algebraic

technique is good when chaining of overflow records is used. Lin's method is

cunsistently poor; folding and digit analyses are erratic.

All the transformation technques display the same performance trend; namely, the

number of accesses per record and the percentage of overflow records increases

with higher loading factor and decreases with larger bucket size. The changes

are gradual when chaining overflow is used, but they are very drastic for open

addressing with small bucket size, i.e., 1, or 2. Indeed, open addressing

performance for small bucket sizes is so erratic that, even with a loading factor
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of only 0.5, there are cases which require more than 800 accesses on the average

to retrieve a record. From the results obtained, one can obviously conclude that

open addressing should not be used for small bucket sizes.

The results for open addressing with small bucket sizes are much worse than those

obtained in Peterson's experiment.S Tho discrepancy undoubtedly is caused by

Peterson's idealized assumption that a Poisson distribution of addresses would

result from the transformations.

When bucket size becomes larger, open addressing improves rapidly. At 20 or 50,

it outperforms chaining in general. However, because of the small number of

overflow records at these bucket sizes, the difference is very slight. Hence,

the use of either technique will be equally satisfactory.

When tabulating the results of the transformation methods on the key sets before

averages are taken, it was found that no mapping method is consistently the best.

For example, the two methods using the folding technique are excellent in some of

the files but because of one or two poor results (not necessarily the same ones

in the two different kinds of folding), degradation in performance occurs after

averaging. The same phenomenon occurs for all transformation methods. If,

before averaging, one or two of the poor results are removed from the data of

each transformation, then nearly all the techniques will show about the same

performance.

Every method of transformation has its idiosyncrasies. Let us briefly discuss

each.

Consider first the method of simple division. As mentioned before, the keys are

believed to be distributed in clusters of various sizes separated by gaps of

different lengths. If this assumption is correct, the choice of a divisor.

becomes immaterial. An experiment was designed to shed some light on the subject.

Prime, odd but not prime, and even numbers have been chosen as divisors.

In each of the three categories tested, an abrupt change in performance sometimes

occurs for a small variation in loading factor and/or bucket size. The frequency
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of occurrence of this behavior is less than 2% of all cases tested for the prime

divisors, about 2% for the odd divisors and about 10% for the even divisors.

The abruptness is much more pronounced in the case of even divisors. However,

most of the ten percent occurs in the results of two of the key sets. Detailed

investigation revealed that each of the key sets giving poor results with even

divisors has a preponderance of odd numbers. Since evenness and oddness are

preserved after division by an even number, a skew distribution of addresses

exists after transformation and poor performance therefore arises. In general,
if a large number of keys are equal modulo d and if D is a multiple of d,

then the use of D as a divisor will result in poor performance. This is the

basic argument, as suggested by Buchholz, that the largest prime number close to

but less than the size of t.he address space should be selected as the divisor.

However, it appears that most non-prime numbers are valid candidates for

divisors since inferior results are relatively rare, and since they often out-

perform the prime numbers. It is advisable, nevertheless, to choose divisors
which do not contain small prime numbers as factors. This, of course, eliminates

even numbers.

In Lin's method, the choice of a slightly different p can change the results

drastically. The reason for this is not known. Lin 2 showed in his experiment

that his technique produced addresses close to a Poisson distribution. Our data

also tend to substantiate Lin's claim. However, as Buchholz believes, perfect

randomization CPoisson distribution of addresses) is not a desirable goal. Our

experimental results confirm his belief. All transformations (none of which

produce perfect randomization) give better performance than true randomization. 1 1

Transformation by digit analysis is not recommended. Even with the additional

overhead imposed by the analysis, the results were not satisfactory. Truncation

by observation may eliminate the analysis but it is al-o not very reliable.

The mid-square transformation technique, as mentioned before, can be applied with

some confidence that fairly good results will be obtained. Although it is not

apparent in our tabulated results, this technique can also produce unexpectedly

poor performances. For long keys and short addresses, and if the middle digits

of the keys vary little, a large number of distinct keys will -all be mapped to

the same bucket.
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It is easiest to compute an address by the method of folding keys when the key

length is long and the desired address fits into one computer word. The

operations, shifting and adding, are much easier to carry out than the operations

associated with other techniques. For key length nearly the same as address

length, this method behaves like the division method.

By far the most complicated method is the algebraic coding technique. Here

even the choice of a generating polynomial to guarantee a mirimum distance in the

code is not an easy task. Experiments with codes of various minimum distances

in GF(2) have been applied to test the claims of advantages given by the

proponents of this method. 3 ' 4  They believed that large minimum distances of

a code assure good performance. The data obtained do not substantiate their

assertior, since there does not seem to exist any correlation between performance

and the distance of a code. Neither larger nor smaller distances produce uni-

formly better results. Codes chosen at random consistently perform equally well.

The choice of the Galois field also does not seem to be important. As shown in

the tables, the performance figures are nearly the same for both fields used

in the experiment.

CONCLUSIONS

Pragmatic Choice of Transforms

Faced with an arbitrary key set, the selection of a transformation technique is

obvious; the division method is preferred. While other techniques may sometimes

perform better, one also risks obtaining inferior results more often. In the

division method, the choice of a divisor is not necessarily limited to prime

numbers. Selecting a number which does not contain any prime factor below,

say, 20 is probably sufficient to assure good. performance.

Overflow Handling

The overflow handling technique to be used depends on bucket size. If the bucket

size is less than 10 records, open addressing should not be employed. For larger

sizes, this technique can be applied to save storage space and yet maintain

good performance. Chained overflow handling, however, generally gives a much
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more predictable result because overflow records do not affect prime storage space.

IHwever, in uýetermining which overflow handling technique is superior, one must

take into account the characteristics of the storage device and the operational

system. Por example, if disks are used, arm motion must bp analyzed with the

number of accesses given in the experiment. If chained rverflow requires a

large number of arm movements, then it may become impractical. On the other hand,

if the system misses rotations when accessing successive buckets, open addressing

may become just as expensive.

Stat`c and Dynamic Data Sets

Although the study here has been limited to static key sets, it is believed that

the data obtained are applicable to dynamic situations where keys can be deleted

or added. From the results of Olson,11 it can be seen that the difference

between a dynamic situation and its static analog (initial loading in Olson) is

relatively very small when compared to the deviations produced by the transforma-

tions themselves. Consequently, the results here can still be used as a guide

in both situations.

Characterization Functions for Transformations and Key Sets

The previous discussions are pragmatic statements based on the results of our

study. This study has led us to a conclusion that it is desirable to create a

more quantitative fundamental approach.

As mentioned earlier, a comparison of the data obtained in this study and that

based on the Poisson distribution of addresses indicates that the idea of

finding a transformation technique that will "randomize" a key set is a mis-

construed objective. This misconception is often the result of the belief that

a "randomizing" transformation will map the keys into evenly distributed addresses.

Actually, an ideal transformation method must map all keys in a file to distinct

addresses. Uniformizy in the distribution of addresses is not synonymous with

the mapping of a key into addresses with equal probability. Consequently, as

believed by Buchholz I.nd substantiated by the results in this paper, an

efficient transformation method should preserve whatever uniformity exists in

the keys.
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Based on this information, we would like to find a set of characterization functions;

for the transformations. We would like to classify these transformation methods

with respect to their capabilities in preserving local uniformities in the key

set or randomizing the keys into addresses. Since the distribution of a key set

also plays an important role in the performance of a transformation, we would

also want to define a set of characterization functions for the key sets. If

the characterization functions arc meaningfully selected, we should be able to

determine which transformation is likely to perform well on a given sget of keys.

Let us consider the techniques used hy the transformation methods. Generally

speaking, all transformation methods may he characterized as either distributive

or randomizing according to the manner in which the addresses are generated from

the keys. A distributive transformation preserves the order of the keys in the

resulting addresses to a large extent; a randomizing transformation destroys the

order completely.

Let us define more precisely the two terms, distributive and randomizing. Let

ko i -P k k-1  be n numerically consecutive keys. Let 0, 1, 2, . .. , n-l

be the range of the mapping, consisting of the addresses of the available slots.

n is an arbitrary integer and is fairly large; for purposes of standardization,

we choose 1000. Since the slots have distinct addresses, these two terms will be

used interchangeably. A transformation Tr will map each key to one of the

addresses. Let us suppose that the keys k., i -0, 1, ... , n-I are transformed

/1

as given by s.i T(k.i) mod n. Note that the images of the mapping are not

necessarily distinct and that s. i+ does not necessarily follow s.i in the

w1

sequence of addresses. A set of j + I images, s, a i.l, . . ., ' from the

set of keys k. '< k.1 ~ < -. < k.i~ is said to be in order if and only if there

exists an integer b such that s' C I<s i+l ' < .. < s ~ or sit > s if' >..

> s where s b + s mod n. The order is said to be destrovcud otherwise.

Essentially, the above statement specifies that the addresses are circular and that

the set of images are in order if these images can be arranged in one of the two

ways just given by cyclic shifts. Let us define the order length of a transforma-

tion T to be the integer m given as follows: Let T map the keys k0, kI- k
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into the addresses one at a time, starting from k0and carrying on sequentially.

Let this process be repeated many times starting from different keys. On the

average let the mth key be the first key that is mapped into an address resulting in

a destruction of order. Then T is said to have an order length equal to m,

T is said to be perfectly distributive if m is eq,:al to n + 1. It is said to

be distributive if m is large and randomizing if m is small.

Let us define a second parameter, collision length. Again, let T map the keys

into addresses in the same manner as above. On the average let the cth key be

the first key mapped into an address such that the addresses of the c keys just

obtained are no longer all distinct. (Here the order of the key set is not

necessarily preserved.) c is said to be the collision length of T. By defini-

tion, a perfectly distributive transformation has a collision length equal to n + 1.

A randomizing transformation will give a smaller collision length. However, trans-

formations having small order lengths do not necessarily possess small collision

lengths. Conventionally, a measure of the efficiency of a transformation method

is the uniformity of the distribution of the addresses. If a file is accessed

randomly all the time, this measure, based on uniformity, is satisfactory. However,

sometimes sequential retrieval of the keys may be required. Since mass storage

devices are usually not truly random, preserving the order of the keys becomes

advantapeous. For sequential retrieval, a perfect distributive method which

preserves order as well as giving a uniform distribution of addresses intuitively

seems desirable. On the other hand, if only random accessing capability is

concerned, the parameter collision length may be a satirfactory performance

indicator of a transformation method. Of course, due to the arbitrary distribu-

tion of a key set, a closer to perfect distributive method does not necessarily

give better performance for a particular file. It can only be expected to have

good results on the average.

Of the methods studied in this paper, the division method is an example of a

rerfect distribution. Lin's method is much closer to randomization. Categoriza-

tion of the other methods is not so obvious because their characteristics depend

on parameters such as key length, address length, and the kind of operations

used. For example, the mid-square method probably has high order and collision

lengths except where keys have a string of zeros giving all zeros in the address

portion of the product.
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In addition to the categorization of the transformation methods, one should also

consider the classification of the files by their statistical properties. As

mentioned before, it is quite possible that a particular transformation technique

works exceptionally well for a certain kind of key distribution and poorly on

others. However, before making an investigation in this direction, we should

first consider what statistical characteristics are most appropriate.

One approach to the classification problem is to find the underlying distributions

from which the keys are obtained. However, because of the discrete nature of the

situation and the possible arbitrary selection in selecting a key, one will

frequently have difficulty in identifying the underlying distributions. A much

easier and still meaningful approach is to find the distribution of the cluster

lengths and the gap lengths between clusters in a key set. (A cluster here is

a set of numerically consecutive keys separated at both ends from other keys.)

Perhaps the means and variances of the cluster lengths and gap lengths will be

sufficient to classify a set of keys for our purpose. In addition, the density

of the key set, or the ratio of the number of keys in a file to the number of keys

possible in the key space, also plays an important roje and should be taken into

account.

Let us discuss briefly the importance of these parameters. Let mc, mg, vc and

v be the means and variances of the cluster lengths and gap lengths respectivelyg
with the subscripts c and g denoting cluster and gap. Let d be the density o

a key set. If m * mg, vc and v are all small, the keys are scattered through-

out the range rather evenly and a distributive method probably will have little

advantage over a randomizing method. With a large mc) a distributive method

is expected to do well because the key distribution here resembles the set of

keys used to define the characteristics of a transformation. The parameter gap

length is particularly important to the distributive methods where a wrong choice

of parameters may result in many records being mapped to the same address. This

can happen easily in the division method. For example, if v is very small,

one must select a divisor in the division method not equal to m in order to

avoid an excessive number of records from going to the same address. The third

parameter, density of a key set, has great influence in altering the performance

characteristics of a transformation method. For instance, if d is large, the

folding method can behave almost like the division method.
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The discussion of the categorization of transformation methods and the classifi-

cation of key set distribution suggests a further experiment to test the various

conjectures. In this experiment, the transformation methods should first be

characterized with the use of the parameters of order length and collision length.

Then we proceed to obtain the parameters m C, mg, vc. v and d from the key

sets, which ideally should include some files with simple underlying distribu-

tions as well as some files with arbitrary underlying distribution. Applying

each method to the key sets, we may be able to derive from the results the

correlation between the two sets of parameters with respect to performance. If

this can be done, then we know how to select a transformation method and associated

parameters whenever some simple statistics of a key set are available. In the

absence of any statistics, we can always simply use the division method with an

arbitrary divisor as suggested earlier.

REFERENCES

(1) Buchholz, W., "File Organization and Addressing," IBM Systems Journal,

Vol. 2, 1963.

(2) Lin, A. D., "Key Addressing of Random Access Memories by Radix Transforma-

tion," Proceedings, Spring Joint Computer Conference, 1963.

(3) Raver, N. and Schay, G., "A Method for Key-to-Address Transformation,"

IBM Journal of Research & Development, Vol. 7, April, 1963.

(4) Hanan, M. and Palermo, F. P., "An Application of Coding Theory to a File

Addressing Problem," IBM Journal of Research 6 Development, Vol 7,

April, 1963.

(5) Peterson, W. W., "Addressing for Random-Access Storage," IHM Journal of

Research 6 Development, April, 1957.

(6) Schay, G. and Spruth, W. G., "Analysis of a File Addressing Method,"

Communications of the ACM, August, 19u2.

(7) Mcllroy, M. D., "A Variant Method of File Searching," Communications of

the ACM, March, 1963.

(8) "Introduction to IBM System/360, Direct Access Storage Devices and

Organization Methods," IBM Student Text, C20-1649.

(9) Mauer, W. D., "An Improved Hash Code for Scattered Storage," ACM

Communications, January, 1968.

1-19



(10) Morris, R., "S5catter Storage Techniques," ACM Communications, January,

11968.

(11) Olson, C. A.. 'Random Access File Organization for Indirectly Addressed

Records," Proceedings of ACM National Conference, 1969.

(12) Peterson, W. W., "Error Correcting Codes," M.I.T. Press, Cambridge, Mass.,

1961.

(13) Van der Waerden, B. L., "Modern Algebra," Frederick Unger Publishing Co.

1953.

(14) Tainirer, M., "Addressing for Random-Access Storage with Multiple Bucket

Capacities," ACM! Journal, July, 1963.

(15) Radke, C. E., "The Use of Quadratic Residue Research," ACM Communications,

February, 1970.

(16) Bell, J. R., "The Quadratic Quotient Method: A Mash Code Eliminating

Secondary Clustering," ACM Communications, February, 1970.

1-20



fl)0 0'1 o0 0- o0
i~~ ...... ......] .i .

C! I 0 0 0 0

0 00A 0 0n 0 0 0 0 0 0 0 0C00)

-40- 0 - 0- 0 0 ! 0!
4 0-

i l "0 0.. .. . .. .. .. .. .. . .. .. .

N0 -o -o 4 t"c N 0 0 0 0 , , No , ,N0 0 N 0 0- N

_0 r_ 0 0, 0 w JC4$

0 5--

en -It m C4---

- - -N - ~ -0 -0 0 - - N
00000 000 ~ 000000

0 ,r

r- - .S - COl N 4 -'- .•

0...0 0•0 04.0 0 -0 0 0.0 0

+~LL _... -V .

--0 0 - - 0 - 0- 4 0 . -

i 0 0 <O N. t-. fL Cs 7.E l i. *, .N lCO I'

SZ . . .

.- 0-00_-0-. 0 -0.
";+ -- ")-.1-2 1

usn.A
as I- K f L) N '

I • i) I - 4 LI 0 I I-

N ._K) . . U
N -R I1 P. O



Ln 10

0 -0 0 -. - -Q -4 0 - 0 - 0

LIf

0 - 0 -r n -n 0n -
t 

n

- 0n 0 0 0 0 0 0

e,4 " I rl - 4 'I.0 0 0 -.

0 00 0 0 C01 0 000 0 00

It
0~~t in 4 1 0 . 0 ~ 4 0~- 4 0 -

0i _i 1 ý 1

0, L" ~

0 - 4 0 0 0 0 - 0 0 t~ 0 0 0 0
- ~ c 0 L n '

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



LA~
o o o ~ ) C C) ) C C)0 CC 5o CQ )C )C

-4 C -4 C) C) - C -. C) C) -4 ) - C) - C

0- 00 - - - O e - T - ' 0 C) )
-' N C) C C) C ~ C C) C) ~ ~ 0 ) C )en

- - C) - C) ; ) ~ ~ * ) - C

Lo,

-tI-

0n m

0
ry e03j $..

1L -23



0000000 0 Ol 0 0 00 0 Ot0 0

0 0 C!4O 0 CD 0 0 ý - 0-

_ D 0
01 C, I

0 0 0

- ý 0 0 0 n- 0A N w - 4 40

-- 0 - E~ 0 01 CD N0 0 4 4- -

-0 -1 0 0 1-. 0 - 0 . 0 " , C4 0 4 I- : -; 0ý

q? ~ ti~ i -. N - N -N 10 ~'

0 0n m N 0l 0 0 0 00 0

"6 N A N N CD 0 )-4 N

m 0 4 -I = - r 00 - 0 - 0 l * 0V 0 - 0-

I.-

0 n0 f to~ ft 00 N

00 r-.

~4I - 0 0 .-CD

4 -X4 N 4 4
u ~ '1 - N ~ N ~ -

-90 ' o 04 -

-~ =~f~ 6

N O N N - ~O ' 01O-24O



0 0 0 0 0 0 0, 0: 0 0

oj N -tr ~ 0

000 010 W) 000000000 r-

- n 0 n Tr N N 0q I 0- 0 LA-

0~~~~~ r' 1 J L~0 4 N - * 4 - r,

00 IO 000nLn( 0~0 0 0 0 0 0 0 N Ln N

Z4 N -t 0o t" M 0 - 10 0ý - z m

cl t-n -4 Ný '0 LON '4 j N CZ)

0 -13 ) r ý -T-l-,t-- -0 all

00- ~ ~ ~ L 1 0 i -ý4~0 0 0 0

-0 - 0 -0 -L0 - - 0 - 0 - , --

~~~~~- 1 :4N.;]; N ~ ' 0 0 '
0. 00 1.,~ Lr4 00~Lf 0 t-q M0 - 0

- ~ ~ 1 -ý No N r,4 - 0 - 0 - 0

NQ NON- -al~ 0 O ~0
N ~ '- N 0 N I~N 0 0 - 0 ' cm



10 -t t- w-ý L r, f)

r- 07N \0 ^4 wh r n t)I

J - - - 2 4 . Ij j. -

,Z7,t *J~ ' t.* ~ c ~ rj -~

00~~ -0 000 t"

-~~r L 3 0 (

44-

1-26



777777"I~ -

000 00~

0n -
-T-0

co - - - - -.-

co0 ol cc
-n _ _ -i-

-0l Cq

no 0 J E

a 0 00o 0 ~ 00 --

0 0 0 0 1-0 -



-n r- -

cn

:7:)~ 00LL
z~ ýj 00 rc n oT r-4 -r 10 ~ ~ i

~ cc cc

.1.
-- .-. z~~- I D- z -~ ' -

u*t .1* 0 - - J*

N~~ - c n I
Ln j n t 1

In 00unC

cc ~ I-
M CY t 10 m

0 -
LL.



w A - -1 'n A 'n

00 Lr w 0 o m 0o C' 0 Go 0 1 l

CD _; 0* (CJ C; CD 0~~ A ~ ' '

--ý ý 1' co -0 r- 0 1 -i -1 r:

ILLI

Ný I0 N A 4 I0!0

0 01 -~r 01 m I~

C' (N r4 0n cA \A' 0 NI Q ' 4 q '
'A~L C .4- J ' 00 'A N ' A n0 00 '

4- 0 'AN 0 0 N 0 0 C 3 0 Q N -

I s~I LL " m .

N Cx

Lt.)

1--0



(NI ~ ~ C' t' <Z) '' ~. I~ - .

-IC 5 t- - 0- -) 00 - - 0

-~ ~ ~ C - '1 N -3 LA 0 - - 0

m 3 0 0 f 3 - 3 - .' co 0- r-~ -Kr3
(N t

Ln -? 4 r -l TT rl 00 - -' - --

- LO 0 00 r .- - D-<--' 0- 'n ~
'3~L 111 -1 '. N r- 0 1ý "'I- C! (N 1ý sf 4 '

m 0 ( r1 (N - n 01 (N (N - - - v, m - l '3 n0 -

'3 .!r f 1i C- CD w3 m' 0ý '3* M, t- r- '3

co 0 - rn .4( (14 r~ 1 -. 0= on r-. <) C91 0 N

*D LI

~00 a, 1 11 C -1 00, 00 r-. %D oltzF
(N '3 0 003 3 N (

I I I I -
'3- -n CD go( 0 ' '

19 -r- (N1 91 CD '9 0 91 0 w' '3 w9 '3
-ý 0 'i0 3- ' -0 0 -'3- - 0

'3~~~ ~ '3 ( L f1 0 c

ca f 3 ?'
* I IIA I I t

N~ ~~~ - L 3 ~ 1
LL- t ? ( N N '

- (N -N 5? N '3 '~1 30- 0 C 3 O 0 C



'n4 C 0 0 0 0 0n 0 0ý 0"1'0 0 r4 0

0 1

0)

f- C) '0

CD)

1-31



Ur,

Cn e q f ý l_ ff(ý

cm Cld~-O ~ 0C

1.).

1-32



No go~ N O- w t) N0 000

fNN

0)

1-33



00001 Z 0 0- C) 000 0 0

00c

0 ~ a 70 0n 010 4 . 0 0 0 -

t.u

Ln~~~~ Cy --

cx ~ - - ~ ~ N N ~ ~ .

- LN In

-~~ 0 ~ LJ~~ 1-4 P i l. lA N



0) ----***r - tn

0 0 (n ' 'D ('n Mt LA r- Cj N - W

0n 10 rn 10 -0 (~i 00N- ( - (

0 .4 - n Ln c M
fl) tn CA fý rq W) - N %0 tlý N

tn-

L-t.V ~

(NC --.-1N N ~ ~ - - ~ - N - ~ - I

s- LL O00 0 ~ A~0 (



0C 00 0~ 0 t)

en e oo Lo~ I-) (N n -

- CO ~0-k . N N o (N WO "I~

cc

ch Lr t.,tn H

0-36



CN t) 'I 0r-- C', C'4

0 N r0j Ln N 1 I nz

'n C4 -n t-

N tn - N rj f( 4 t- 'n (N Cf J - n '0 N

(NO r - Co - f
m1 t ) 00 a, (NJ (N - Lco - ( (I

'--3



I I�i ii

�=�l*=f�=*

I -�

-----------

I -

-j -

- - - ,� �n

� "-�

I -� K

--I
� I

0<
-� U-

1-38



- ~(N -4 m _q.) C 4 'D t N If ý4 m I- ( -"i -! t.

tn fl 'r $ t - 0 ~ r') - ) N 11 n tn O I

d) - ' t) -. - - . (N (

~~-1~ --4C-

I-39



~r L - n rq r -4

-l - ' d t ~ n - ", N4

-n LI N

LIu ýT IA~ N N I t L/n
N~~1 1 11 1 N 11 N t

-n In - ,- - n

Z ~ V) - N S. 0~ ~ ~ ~ .vi~) Q 0 -- - U.. LI..

LU U. CD

1-40



SECTION 11
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A QUANTITATIVE APPROAL-1 TO 'PIE SEI~iCTION OF SECONDARY INDEXES *

by

F. P. Palermo

Information Sciences Department
IW' Research Laboratory
San Jose, California

ABSTRACT: In this report, formal definitions of the concepts of secondary index,
key index, query and query load are given. This is done for the case of a single
relation (a subset of the cartesian product of a number of domains). The defini-
tions are used to formulate a problem in secondary indexes and show how the
concept of query load is related to the concept of secondary indexes. An evalu-
ation criterion is formulated which pinpoints the kind of input data that is
needed to evaluate various selections of secondary indexes to match the query
load.

11-2



INnhODUCTION

In information retrieval systems, data is stored on the peripheral storage

devices in several possible ways. One method is to divide the data into records,

each of which has a unique identifier called the primary key and to physically

store these records so that a record can be easily retrieved if the key for that

record is given. However, if a request is made to retrieve a record by giving

the value of a particular attribute other than the key attribute, all of the data

has to be retrieved and examined in order to respond to the request. in order to

make this kind of retrieval more effective, an auxiliary table may he created

which either directly gives the addresses of those records that have specified

values for the given attribute, or indirectly to give the list of keys for those

records having the given attribute value. When such a table is created, we siy

that a secondary index has been created for the data,

Clearly, this added retrieval capability becomes more desirable as the number of

requests for records using this attribute increases. However, the price to be

paid for this capability is the added amount of space required for the storage

of the table. Requests for retrieval of records are called queries. if a

number of different attributes arise in the queries which refer to this data,

the cost of storing the additional secondary indexes to accommodate the attributes

increases. The problem of secondary indexes can then be phrased as follows: in

view of all the queries on the data, what set of secondary indexes should be

selected to facilitate the retrieval and keep the storage costs down.

In the following sections, formal definitions are given for the concepts of key

index, secondary index, query and query load in a set-theoretical framework.

We restrict our considerations to a single relational set R which is defined

as a subset of the cartesian product of a number of domains. This formalism

enables us to define the concepts of key index and secondary index in terms of

partitions of R into subsets. It alao enables us to give unambiguously the

essential features of a query which include the subset to be retrieved,
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Once these notions are clearly specified, a quantitative measure of compatibility

between lndex induced partitions of Ri and the pertinent subset of data specified

by a query is introduced. An evaluation criterion, in terms of these compatibility

measures and the parameter .s extracted from the query load, can then be established

to aid in the selection of secondary indexes.

1. SECONr)ARX INDEXES AND PARTITIONS

In this section, we consider a relation R as a subset of the cartesian product

of elementary domains Ai, i =0, 1, ..., k.

Thus Rc-_A =A0 XAX.' A k

For each i, we consider the projection of the cartesian product A onto the

factor A.. This projection defines a functi-.n RI R - A.i which we call the

projection of R into A.

in the case where IT. : R .A. is 1 : 1, we say that the domain A.is e

1 1 isa1e

domain. Thus a domain is a key domain for the relation R if the projection

satisfies the condition: If H1i (r1 ) = H i (r 2), then r1 = r 2.

We shall assume that A0is a key domain for the relation R. We let R. c 0A

be the image of R under the projection T10 Thus 110I R -~ RP establishes a

one-to-one correspondence between the elements of R and the elements of RP0
which are called the keys for R.

Since IT is an isomorphism between R and R. we shall, in the following

discussion, deal with R. However, the entire development can be done in terms

of P 0.

We introduce the concept of a partition of R. We say that a collectiong(R)

of subsets of R forms a partition of R if:

(1) For B 1and B 2ing (R) B 1n B 2 weee 1ýB2 ~. h

elements ofy(R) are pairwise disjoint.
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(2) R is the union of the elements ofg9,(R). i.e., R = B

We now show that partitions of R arise in very natural ways. Let L = {O,l,.., ki

andi let A =AO X A, X ... X A kbe the domain of Rt, i.e., Rt - A. For-each

subset K c L, we form the Cartesian product A K rK A~ and let n1 : R A

he the projection function from R to A K.

For each a in A K'we let R(a, K) - {r a RiNlK (r) za) and let

~R) = {R(a, K)ja E; A K.I seayt e tauK_(R) is a partition of R.

We call this the partition of R induced by the projection H K*

If K f 0, we write V'Z(R) instead of &RF(R) .

If~ and ~ are two partitions of R, we define the intersection of the

partitions denoted '9nK to be that partition of H consisting of all

m2

sets of the form A nB whr Ar and KE9K
1 2

It is easy to extend this concept of intersection of partitions to a family of

partitions. We can show that if K c L, then 21, the partition induced on
R by H K is the intersection of the partitiong'l for i E K.

Thus 'ý e

We are now in a position to define the concept of secondary index. LetX

be the partition of R induced by the projection JI K: R -' A K' The function

h :A K defined by K (a) = R(a, K) is called an index of Rt with respect

to A K.

Thus, we see that an index is a function between the domain A K and the

partition induced by the projection nTK'

In the case where IT is 1 :1, the partitionR is in I :I correspondence

with the elements of R and the corresponding index tKp may serve as a key

index.
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2. QUERIES AND THEIR FORMAL DEFINITIONS

In this section, we t'all formulate definitions for a query and show how they

relate to the concepts of index and partition defined in section 1.

First, we observe that given a relation R, a query is a request for the values

in a selected set of domains for a subset of R. The subset of R is specified

by giving a qualifying expression.

Thus, for example, a query can take the form: what is the value in domain A3

for all elements of R which have a value b in domain A I Thus, a query Q

can be thought of as having two parts, a specification part and an output part.

Formally, we write Q = (QS, Q0). Here QSis the specification part of the

query and defines a subset of R. Q0 is the output part of the query and

specir'ies which domains are required to he displayed for the subset ýf R

specified by l2S. Thus, Q0must specify which domains are to be displayed.

This can be effectively achieved in the case where the relation R is a subset

of A, the cartesian product of the set of domains {A. i = 0,1,-. .,k}. If we

m1

let L. = {0,l..,ki, then Q 0  can be specified as a subset of L. i.e.,

Q0 L. For the remainder of this paper, we shall be concerned with the

specification part of the query.

The function of the specification QS of the query Q is to determine a

particular subset of R, In order to do this, observe that the only means we

have to use in the specification of a subset of R are through the use of the

projections of R to the elementary domains. Thus, we let p(a,i) stand for

the expression RI it() = a. The subset of R defined by p(a,i) will be

denoted by R(a,i). Thus, we have that P(a,i) ={rJRll.(r) =a). We shall call

an expression of the form p(a,i) a primitive expression and the corresponding

set R(a,i) a basic subset of R. if we compare the definition of R~a,i)

with the concept of partition -ednf'R, we see that H(a,i) is an element of the

partition 9'FdR). in fact, it is the image of the index 4~.:A. +J4R)

evaluated at a, i.e., R(a,i) - p(a). In this case, we see that the query

specification defines a particular element of a partition. We are now in a

position to define the scope of QS, the specification part of the query. We
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take S to be a subset of R defined by QS = {rIP(r)) where P(r) is a

well-formed formula of the first order predicate calculus which has no quantifiers

and is obtained by using the primitive expressions defined above. We restrict

ourselves to this type of query specification in order to avoid the myriad

complications which arise by allowing quantifiers.

Now it is well known that every formula P(r) can be transformed into an equiv-

alent formula which is in what is called the disjunctive normal form. We say

that a formula is in the disjunctive normal form if it is of the form

P1V P2 V ... v Pn . where each Pi is the conjunction formed from the elementary

expressions and their negations.

Thus, P(r), the qualification statement has the form Pl(r) v P2 (r) v ... v Pn (r)

where each Pi (r) is the conjunction of terms as above. Since each Pi (r)

defines a subset of R by the formula Bi {rJPi(r)}, we find that the qualified

subset QS of the query can be written as the union of the sets B. We shall

look a little closer at the expression P. (r).a

Let P. (r) be the conjunction of terms, each of which is either an elementary

expression or the negation of an elementary expression. We observe that in this

conjunction at most one elementary expression for each domain can occur. Thus,

we observe that the elementary domains represented in the formula for Pi (r)

form a subset of all the elementary domains and can be characterized by a subset

K of L (0,1,..

Thus, P.(r) = j

i E

where qj is an elementary expression of one of the forms:

(r) = a. for some a. c A.

(2) Ej(r) J a, for some a. E A..
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The set K can be divided into two subsets K and K as follows:
÷

j C K if IT1(r) a. for a. C A.+ 3 .1 3 J

j c K if Ilj(r) # a. for a. C A..9 3 3

We then define for each Pi(r), the corresponding conjunction pi,(r) defined
by

Pi,(r) = q
j jsK qj

Clearly, Pi (r) implies P. '(r) because of the tautology p A q -, p.1 1

In this case, take p ^ qj
jEK qj

jcK

Then p A q = = (r)
jeK q3  P1 r

and the result follows.

Now for each Pi (r), let P. '(r) be conjunction obtained as above and define
Bi = frPi(r)} and

Bi.' - rIPi'(r)).

Some remarks are in order relative to the set B..
1

If K. = Q, i.e., K K, then all the conjuncts are negatio1 . 3 of elementary
expressions. In this case, we take B. = R,

I

Thus, for each query Q (QS, Q0 ) we can assign two families of sets, namely,

S i 1,...,n and B.' i = 1. ,n

1 1I -
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corresponding to the specification expression's conjunctive normal form

P (r) v P2 (r) v ... v P (r) where each P. r) is the conjunction of elementary
n 2

terms. Observe that B. B. ' because Pi (r) implies P. '(r).1 1 1

3. QUERY-PARTITION COMPATIBILITY

In this section, we shall introduce a qualitative method for comparing a query

with a partition. First we define the notion of a set B being compatible with

a partition. Then we extend this concept to a query and finally, to a query load.

Let B be a subset of R and J#la partition of R.

Thus, #'= {R ala 6 a} where the Ra are pairwise disjoint and their union is R.

We say that B is equi-compatible

B =R for some a c ,
a

B is under-compatible with if

B c R for some a c a
a

and B is over-compatible with 9 if

B = U R for some 6 - a.
ae a

B is said to be in-compatible with _50if none of the above three conditions hold.

If B is not incompatible with•, then B is said to be compatible with 9

It is always possible to find a subset y of a such that B, 'U R . The
acy a

above definitions of compatibility are used to distinguish the special cases

where the subset y consist of a single element of a or where the inclusicol

is actually an equality.
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Let tB 1i = l,...,n} be the family of sets corresponding to the query specifica-

tions QS as given in section 2.

We say that the query Q = (QS, Qj) is compatible with the partition Y if each

B. is compatible withy.

Now that we have defined the compatibility of a query with a partition, we

introduce the notion of a query load and extend the concept of compatibility to

that of the query load being compatible with the given partition.

Trhe concept of query load is obtained from the intuitive notion of all the

queries which are formulated for a period of time for the relation R. Thus,

suppose that over a period of time, the set of queries {Qiji = 1,...,N}

are observed, each occurring with a frequency hi, i = 1 ,....N. Then this gives

some indication of the requirements of the system with respect to questions asked

of it for the relatior R.

Thu:;, we shall define a query load Yto be the set of ordered pairs

{(Qi, hi)[i = 1,...,N}, where Qi is a query and hi is

an integer representing the frequency of occurrence of Qi"

,,,v could extend the notion of the query load Y to be compatible with the

partition in the obvious way, i.e., by requiring that each Q. be compatible

However. this approach leads to a classification of a query load and a partition

being compatible which ignores the frequency of a query. Thus, for example, a

partition Ymay be compatible with all but a single query in the query load and

tie classified as being incoipatible. Thus, we seek to introduce a concept of

degree of compatibility.

\s a first approximation, we assign some figures to measure the degree ,i"

compatibility between a set B and a partition
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Thus, we assign values c 1 , c 2 , c and c to the set B depending on its

compatibility with the partition The assignments made to B are given

in Table 1.

Type of Compatibility Value

Equi-compatihle c.

over-compatible c2

Under-compatible c3

In-compatible c 4

"TA. BL F I

The values of the c.'s have the further constraint of being ordered. Thus, we1

postulate that they satisfy the inequalitie"

Sc ~c *C
1 2 3 - 4

Intuitively, these inequalities reflect the notion that, for example, it is

easier to retrieve B if it is equi-compatible with (,, than if it is over-

compatible with

Thus, to each query we assign a value which is obtained as the sum of the •alutes

for the individoal sets B. associated ,¢ith the query. Sonic care should 1'.'

exercised here in the selection of th,' c., but we are interested in a first

approximation for the measure of compatibility between a query Q and a pIartitlon

J Thus, we car, attach a measure of compatibility between a query Q and a

pa.rtition .9of R which we denote' by

if {(Qi' hi)[i = l, ..... N is a query load, then we can define ;i ;easurt. of

compabibility between •Vand , denoted b%' c(V.J/-),y the formula

N L



13% this procedure, we can compare the various partitions with respect to the

(uIL'.v load and thus, obtain a first order qualitative evaluation of the

pairtitions of 1, with respect to a given query load.

his :I•asure of compatibility between the query load -Y'and the partition

can then hb used to evaluate the effectiveness of choosing an index. This follows

.asilv trom the definition of index given in section 2. Thus, if I. is the set

of domains which are to he used as secondary indexes, we consider the partition

corresponding to this set I. and evaluate the function cgL,( to

give a.1 figurc of merit for the secv.ndary indexes L as related to the query

I oad

This framework can be extended in several directions and the abG,..e discussion

only ýcrves as a first approximation to the selection of a set of secondary

indexes which are responsive to a query load. The p•rincipal problem which the

desioner now must consider is the appropriate selection of the values c 1 , c 2 ,

_ and [ 'hese values should reflect the actual physical size of the data

stored, and Lhe access times for the retrieval of the atomic particles of the

partition being considered.
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SSOMfE' RESULTS ON STORAGE SPACE REQUIREMIENT AND RETRIEVAL

STI4IE IN FORMATTED FILL ORGANIZATION*

by

S. P. Ghosh

Information Sciences Department
IBM Research Laboratory
San Jose, California

ABSTRACT: Some basic mathematical concepts underlying the interaction between
queries and records of a file have been discussed. Formulas, for the storage-
space need in file organization when chaining techniques are used, have been
,er-'cej for 6imple formatted files and Hierarchical files. Some simplifications
of formulas in special cases nave also been discussed. The results of the
coaining technique have been compared with tuat of the Inverted File. The
average retrieval time need to retrieve records when chaining techniques are
used havc been calculated and compared with that of Inverted File organization.
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1. INTRODUCTION

In electronic data processing, information is recorded as sequences of binary

bits. A collection of infoimation describing an event, a physical object, or

any other type of entity is usually called a record. In general, a record is a

collection of small information units which represent values for the attribute

or properties of the entity. This record may be represented as (v1 v, II.. I .V)

where the v.'s are information units. Normally each entity is uniquely identi-

fied by the value of sonic attribute or combination of attributes to allow '

to be discussed and maintained unambiguously. Sometimes an identification

information unit is added to each record or one or more information units in

the record may be used as an identifier. The identifier is usually called the

key of the record. Thus, if there are NJ records, they may be represented as:

Ri i' i i2' "" Vim.j
i

where k. is the key and the v. 's are the m. different infornation units

contained in the ith rec.:rd.

A collection of records is called a file. If the information have some format

structure imposed on them then the records are called formatted records; and

the file is called a formatted file. In most data processing problems, t:ie

files are formatted. In this paper, we will consider only two types of

structured files; namely, Simple Formatted Files and Hierarchical Files.

With regard to the contents of formatted records, the value or information

unit relating to the same attribute is stored in a fixed position with respect

to other information units in the record. This relatively fixed position o1

a record, and hence of the file, is often referred to as a field. Thus all

the v. 's for a fixed j and i = 1, 2 ...., N may be referred to ;t: ,a Iit.

of the jth field or jtil attribute. When every field represeI~tt a p;asicall

distinct attribute and every record contains one vallie of each att r' hut e, thcri

the file is referred to as a Simple Formatted file. Thus in b l lp' I,,in:iatlt-d

file, all tile m. 's are equal.
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In a large fý.le, the values of an attribute will not always De distinct. There

are some attributes for which every record will have a distinct value; but in

most of the practical situations, this will not be true. Thus the frequency

distribution of values of one or more attributes will be a useful statistic in

many problems relating to information storage and retrieval.

The ability to retrieve segmern:s of information, when desired, i5 one of the

most important aspects of storing information in a computer system. The process

specifying the subset of the file to be retrieved is called querying. A query

essentially specifies a sub3et of the file by a series of conditional statements,

anm. tile retrieval process consists of retrieving all records which satisfy those

statements. Tile information specified by a query may relate to tile key field or

to values of other field, e.g., Retrieve all records whose keys lie between Kt
•th

and K" or retrieve all records in which the the .i attribute has the values

I'l or v, or v3 etc.

The query structures imposes a frequency distribution on a file which may be

explained as foliows. Consider a simple formatted file with attributes

A1 "\ . The attribute Aj can take n. values, jml, 2,...,m. Thus
-. . . . .. iJJ

mtile total number of different types of records possible is 7T n.=n. Though
j=l 3

U t.¢pes of records are possible, the file may contain fewer records. If tie

file contains more than n records, then there are some records which are

identical with respect to the m attributes A1 , A2,...,A m; but there are

otnier information units in the record which makes them distinct. Let

f(A 1  = A, v ) ... I A = v) (1.1)

denote the frequency of thc number of records for which the attribute A1

takes the value VI, A, takes tile value v 2 , ... I A takes the va::te v . Th"em m
frequency funct ions (1.1) characterize the frequency distribution of the records

in the file. If the queries specify values of attributes, then the frequency

distribution of queries can be Lerived from (1.1), e.g., suppose a query specifies
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Al=Vlb A2 =v2 ... A. =v then the frequency of this query is given by'2" i'

f(Al=Vp A2=V2 ,.....Am=Vm

S.
I

where S . is the sum over all values of the attributes Ai+l' A i+20 .. A

One of the main purposes of organizing records in a file is to reduce the time

needed to retrieve the records pertinent to queries. The problem becomes more

complex because of some uncontrollable factors like addition of new records,

addition of new queries, etc., which have to be taken into account. In a dy'nanhic

environment as the size of the file grows, the cost of reorganizing the records

becomes large. In most cases, the same record is pertinent to more than one

query, hence the problem of additional storage space becomes another restriction

on organization. The two important factors, storage-space and retrieval time,

act in opposite directions in file organization. Thus, trying to reduce one

of these factors leads to increase in the other. The two extreme situations

are reflected in the Query Inverted File Organization and Natural Storage

Organization.

An appropriate meaning of the term, Query Inverted File, is "to reorgaiize th,

records in such a manner tlhat certain types of information units can he re-

garded as identification units of the records." Thus, a simple formnattid tile

can be inverted with respect to the values of one attribute or combination of

values of one or more attributes or with respect to a set of queries. SUppose

there are k queries represented by ql, q2,.... q" Then an inverted File

with respect to these queries is constructed in the following manner. All

records which satisfy the query q.(i-=1, 2,...jk) are stored in ad'acent lo-

cations, with qi as the identification label for all these records. It is

obvious that if a record qualifies for more than one query, then it will have

to be stored more than once. Hence redundant storage-s-pace i. needed. As

records pertaining to any one query are adjacently ;tored, retrieval timT' l,

minimum. Thus in the Query Inverted File storage-space is sacri fictd for

retrieval time.
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In the Natural Storage Organization, the records are stored in: the same order as

they are added to the file, i.e., there is no special type of organization. Thus

the storage-space needed is minimum. When records pertaining to a query are to

be retrieved, the query is matched with every record in the file to determine

the pertinent records. Thus the retrieval time is maximum.

Other file organization methods try to balance between storage-space and retrieval

time by using other techniques. One of these methods, usually referred to as the

chaining technique, will be discussed in details in this paper.

The main concept underlying the chaining technique is to link records pertaining

to a query by link fields. The link field contains the location of the next

record pertaining to that query. Thus the necessity of scanning all records to

find pertinent records can be eliminated. When a record qualifies for more than

one query, redundant storage of records can also be avoided. Storage-space for

the chaining technique is larger than Natural Storage Organization because of

the link fields; and the retrieval time is more than Inverted File because the

records are not stored in spacial proximity. In so:-,e situations the chaining

technique can be very complex because it depends not only on the pertinent

records but also on the physical locations of the records in the storage system.

There are many methods for reducing complexity of the chaining technique, but

this can be achieved only by increasing the retrieval time or storage-space

or a combination of both. One such method is grouping records into buckets and

then confining chaining to within buckets. Details of such methods will be

discussed in the latter part of the paper.

The concepts discussed in this section are fundamental concepts of file organiza-

tions. These have been introduced in the field by many researchers, and the

original inventors cannot be identified. Hence no attempt has been made to

associate literatures in the preceding discussions. However, some references

in which these concepts may be traced are: Gray et al (1961), Buchholz (1963),

Baker (1963), Davis and Lin (1965), IBM Report (1967), Abraham, Ghosh, and

Ray-Chaudhuri (1968), etc.
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2. RELEVANT MEASURE-SPACE FOR STORAGE

In this section we shall introduce the structure of the space of events and the

measure functions that have to be defined for calculating storage space when

the chaining technique of organization is used. Let the set of queries be

denoted by ql, q 2" .,q k. Each record can be classified into two classes with

respect to a query; namely, whether the record satisfies the query or not.

Without any loss of generality, the symbol qi can be used to denote the event

that a record satisfies the query qi and j, to denote the event that a record

does not satisfy the query qi. Thus the binary event space of the query qi can

be denoted by Qi - {qij ql). Consider the k-dimensional product space denoted

by

S - Q1 x Q2 x ... x Qk"

An element of this product space is denoted by '=(61' 42''.''Ak) where '. can

take two values qi and ji" The element A represents the classification of a

record with respect to the set of k queries, eg., if ý - (ql* q2 i q3... qk),

it means that the particular record corresponding to A satisfies the query ql

but does not satisfy the queries q2 and q3 but satisfies qk" In order to define

any measure over the product space S, sigma-fields (a-fields) have to be ir tro-

duced. As each Qi is a binary field, the a-field over Qi contains

a1={q1, jip ýiq Q,}, where i is the event that a record has no classification

with respect to the query qi and Q, is the evcnt that the record may or may

not satisfy the query qi" Thus the j-field over S (a{S}) is the product space

of the a-fields over Qi's, i.e., {S} (a, c 2 ,... ,Ok). For every 7c{;,

f(a) will denote the number of records in the file for which the compound event

a is satisfied.

Example 2.1

Suppose there are 4 queries denoted by ql, q2 9 q3 ' and q4 " Then S contains

24 points of the form , P2' P 9P) where 11=q 1 or 51, i=l, 2, 3, 4.

a {S} contains 44 ooints of the following type:

a = f, 2,0 29' 1 a4)

where a. can take any of the four values q1,, 319 and Q2 for i=1, 2, 3, 4.
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Thus .in event of the type (ql, q2" y3' 4) represents a record which satisfies

the qury, q,, does not satisfy the nuery q2 9 haq no classification with respect

to the query q3 1 and may or may not satisfy the query q 4 " f(@T) indicates the

number of records in the file which have the above specification.

Simple Formatted Files

in the simple formatted file, any record can be classified into three states

with respect to any query; namely, q., a, and ". Thus for a simple formatted

file, does not appear in any co-ordinate position of ifS), hence, will not

be discussed in the present context.

In this representation, the frequency of records pertinent to a query qi is

denoted as

1' 2'.... "1-1' qi' i+l'. 'k (2.1)

Thus the frequency of the records which are pertinent to the queries

ql qi2 '. .. 9q.i is denoted by

1 2 '1

f(c 1- . ..q "qi " i"'k.(2.2)
1 1 2

ror calculating the storage-space needed for chaining technique, it will be

assumed that the records are of equal length. The length of a record will be

denoted by r. In chaining technique, duplicate storage of records is avoided

using lin!. fields. Hence, if the query set is given by ql, 0 2,,..'"q,' then

tie frequency of records in the file organization is given by

I.f(B) Q 1 )'l "2''" I-' 1-9 il 2i+l''".I 03

The symbol f(B) is used to represent (2.3) because in many file organizations

tie chaining is done only within a bucket, hence if ql, q2 .... 'qk are the queries

oertinent to a bucket, then (2.3) gives the frequency of a bucket. (2.3) can

Se expressed in terms of (2.1) and (2.2) in the following manner:

If exclusive union is denoted by + and difference by -, then
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(q 1 ' ;12, ""-,k) u (21, q ,2' "23 ""'' k)

= (q 21  ..2'"''2k + [(•1) q2' 7 3' k

2 2 3r= (q1 , ('"qk 1 92"'k n (P q2

Thus, ff(ql 2 .... 9 k) U ( q2 9 k'3"""k ]

= f(ql, •2""'i2 + f[(ql, "2'"''k) n l q 2 , 3

f(q 1 1 2 9 +k) fl q2  3 )

- f(ql' q2 , ;3'...k) (2.4)

S i m i l a r l y , ( q l ' i .2 ' .. . . .I () U 1 1l q 2 ' "3 ' ' ' ' k ) M ( 11, " 2 1 q 3 1 -14 " 9 ...

- (ql, 2''' + (ql n2'''k) n ( q2

1n (21, q2-2 ..... , ) kl (k.11' 2'

29-.. ) k 2' . 3 . k

T h u s , f [q l ' 2 1 . . .. I k r" k I ' q 2 ' 3 " k ) U V '2 ' q3 ' k

f(ql, 2 ".  + fC1 , . ... ' "2 q3, q,""k+l' 22 k. 3' ' k) V 41f~ .. ' k

- f(ql, q2  f .... - (ql, "2' q3 , r

- f q2, q3' 4' .. + f(q q2 ' 03c' 4'"'')+kq (2.5)

Similarly by induction it can be shown:

f(B) = f .I * ( I" 'i-l qI ' I I i+l'" I k

111-9



k

= f(l"'' 'i-l, q i' i+l"'1 k

1=1

k k

4 f_ , q. ''. _ .q .

k, k k

S . . . . . ......... . . . . ... ..
+ (-0 k+l f(ql q2... 2 qk) (2.6)

It J2.o) is multiplied by the length of a record, i.e., r, then the space
occupied Lv the records excluding the space occupied by link fields can be

obtained. If the length of the link field is assumed to be constant and

equal to -, then the space occupied by the link fields is given by

k

[f( l .... i-l qi' il .. .. k) -k (2.7)

i=l

It should be n-'ted that though no link fields are needed for the last record

pertaining to a query, yet a termination field is needed to signal the end

of the search. If the length of the termination field is denoted by ZI, then

the space needed by the termination field is given by:

k•I (2.8)

Hence from (2.6), (2.7), and (2.8) the storage-space needed for the chaining

technique is obtained as:
k

S(C) rf(B) +4Z f (U , .. .' ,i-i' qi, i+1''"''k

+ k (Zi-4) (2.9)
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The for-nula (2.6) becomes s!mple in some special case-, which ar,: oivcn blow:

Special Case I: Freouencv distriLution of cueries i; ,unform. and ihe 'cin:

frequencies are products of individual "renuencie_.

Such situations mav occur sometimes. (ne c.nm'--c of suci') a • iua tion 1,i I' h,

when the distribution of the records with respect to all patterns of vacues of

attributes are anlform and the query set consist.s of rueriew,¼,;'h rnecif'

values of an 2qual number of disjoint attributes. For such a situation,
f- ` k) -) N/k for all i

(1' i-l' i2.

q. ... , 2. ,) = "/k 2 for all i] and i2 and so en.

Hence )k(k-1) 1 k(k-l) (k-2) i )k _ 1___ne _) [1 2 -+ -W"
2! k 3! .3 1 J.

= NrI- L- (k-i) + 1-L O ) - 31 )+'.".(- 1  -1. (2.1 n)
2k 3 2 -2 - 33 -)"

Hence S(C) = Nr[1- -1 (k-i) + ( ) - ).-3
3k 4k3 "

+ NP + k(Wl-) (2.11)

aSLcial Case II: Invariance of Proportion of pertinent records with resnect

to cueries in any subset of the file.

in such situations, the frequency distribution of the queries can be stated aS

iql' N) . where D<n <1

and f(Ml... qi .... qi ".... qi . . k

12 •

-N TI f(Q1 2i- q.. Q,)
J1l 1 '*'''i.' q i.+1*' ''

k k k k k k

Thus f (B)= p1 -Z , +E2 pC P i +
2 3 1 2 3

1+ # k.2 i P i2 i

.. +" +(l~ Plp 2 "'p "

hi-II



f-

Sk k k k k

n Pi ) + P= D n +

we 2s t 1p set.-- 1 k

Sc 5(C)...... (-r)2 . .. ! 2. q. / . * P-) 4 k(1 P (2.12)

j=1

S.Decial Case 1I1T Disotid t Queries w.th resect to records.

Aelo f qine to ies 5erq a ma* be dencted bn e(e i). Tlhr disioint aueries imy~ eF

wihere n is the empty set.

"eduin s .-M M for Is i3, uaki.ThL: 2'..l . . . ki l

Hence f(B) C, I'. C' qj

k

ST S(C) (r+ f) ( -

i=i
+, ICC,. -Q)k 0 (2.13)

-qpecial Case IV: Nested queries.

A set of queries q,'q"' q. are called nested if there exists a query qj

amonv, thiem for which P(q) O(qi ) for all i.

Such situations are found in many practical situations; and in many file organi-

zations with bucket arrangements, this property of queries may be used for

reducing. storave space, In such a situation

f (B) - f(2 , •.-l' 9 °I J+l'" 1 •k

Thus S (C) = rf ( Ql"1 n,- l_1 qJ S kJl '"

Ak

+ k(? C1-1) (2.14)
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_rdal Case V: Disioint nested -jeries.

In this situation, the query set is such that tt can le divided into L e.rutms

(any size) which 2re denoted by 2 ", (,., O' with the fcllo¢ino nroporti.,K:

(i) If q. r q< then .1(qi n C(q ) f for every clement '4

•: and C' when ýi1.

11(ii) Ian every group thiere exists a such that

P~qj.) flO(q, ) For everv qr "
J. i. 2.

In such a situation

Hence f( C. . - . .. +l' . .

and S q( r9 f) .- 1 j• .+1I ''

. . . .'' -il' q ''i l. . :

Sk(:l '•) •(2. 15)

It would be interesting to comnare the storage soace' for Inverted Fil n Orsaniza-

tion with that of the chaininc rechninue. rot the Inverted r;ue Oreanization,

the storage snace is

5(1) r ii . ... ci- 1 qi'j ip ... ( (2.l'5)

ror comparing (2.16) with (2.Q) 9 . will assume that 1= - because in nest

practical situations, the difference will be very small. Thuq

s(I) - q(C) =r
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g a "il~~l, q , ', q , "!

'1 23

"1 32

(21. 17)

In general, it is difficult to say whether (2,17) is positive or negative; but

in special cases, some conclusions can be arriven at. If the inverted rile is

constructed on addresses of records and Che chaiino technicue is also nerformed

on addresses, then the length of the address field may he almost equal to or

less than thar of a link field. Th en V r, (2. 17) is n-egative, hence the

:t-orage space is less for the Inverted File than th.e chaining technique. In

many situations, the Inverted File and chaining technique are applied to the

records directly. In such case- r N ý, if r is large in comparison to Q,

the storage space for the Inverted File will be greater than that for the

chaining technique. The actual switching point will depend on the frequency

distribution of the queries.

3. HIERARCHICAL FILES

In nicrarcnical files, a record contains two distinct types of segments. One

Part is called Header, or Master, or Level 0, or Primarv seement; and the other part

is comoosed of a numner of smaller segments which ore referred to as Repeated

segments or subordinate segments or Level 1, 2, etc. The primarv segment has

a simple formatted structure with pointers or links pointing to the subordinate

segments. For simplicity, it will be assumed that there is only one subordinate

level which may contain repeated information%, e.g., the primary segment may

contain information relating to the head of a family and the subordinate level

may contain formatted i formation about the members of the family.

In hierarcihical files, a query may relate to primary information, or subordinate

information, or a combination of both. Thus, in chaining techniques, it may

be necessar, sometimes to link a subset of subordinate information of one
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record with that of another record. Hence each unit of subordinate infirr,,,t ion

must have its own identification label or key. It is needless to L ay, thit ,.::

primary seement has an identification label. The identifiration of a un-it f

subordinate information usual Iv contains the identi firation or th, "r.'ir;

""egment -tnd snr'c additional hits tor its own identificat;nn. The inrteractirn

of a query w. th a record in a hierarchical file can be complex. Someti•es ýnolv

the primary egrment may he pertinent to a query, and other times only some unit,

of the subordinate sepment may be relevant. Thus for the rhwqninr technitui,

link fields have to be attached te each unit of the segments. The iccnt: •f to

primary segment and the units of the subordinate units may he different, honoc

for calculating storage-space it is necessary to have the frequency distrihuition

of both the primary segments and the units of the subordinate segments wit:

respect to the queries.

The event space and the )-field associated with it is the same as in simnlo-

formatted file. The difference is that now a bivariate frequency function i-

associated with each element of the 7-field: one for the primary seements aind

one for the units of the subordinate seements. Thus the two frequenc. funct¼on,
associated with the event ('2''' 1. ' i _ *, k are:

f,(2 1,"2 1... *-' a, ,' . ) .- ,(say) (a.r)1-i 2 + k. . .Of'i 1--

and f1 ('1 .' Q29.' . i-l'1 qi, <i±1 '' =k : l (say) (1.1}

f 0 1, 2,2q.,k

where (3.1) gives the frequency of the number of orimarv segments relevant to

the auer", qi and (3.2) gives the frequency of the number of units of suhordinatc

segments relevant to q..

There can be links between primary segments of two records and al,;o links

betweet! units of subordinate segments of two records thus frequency function,,

over joint events also have to be defined. They are as follos:

0 1 q ' "''' q1 <,. k) = k i.."
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ind ,q .. q.,.,q()=f 1 , .* (Say) (3. 4)

for '=2. 3.., k

Using the sar'o type of :thcriccaic-ulatiuab as in section 2, the formula

for frequeYo sements pertient in a ket whn the chaining technique is

used canf bedrv .Iti given by

t B E flElil E2E2 fhIi2I2 1 23 C~kr 0O123... k.
1 i2 i i2 ý[3

k k kk k

+ f i I l 2i3* + 112 3...

i #

i~l i 1 2 ýi3

(3.5)

If r 0 denotes the length of a prinary segment and r1I the length of a unit of

the subordinate segrnenr, then the space occupied by the segments in a chaining

technin u. t xc iudinL! the link fields is given by

V! r0 f1) i t ' i2 +1E iIi2 i13'

it i 1 #02  1i2 4i3

k+1 f 0 1 2 3 ... k

E f11i _F.~~~Ld l
i-i 2 1E' E '2 1 2 3..

k+(-I .f...k (3.6)

As in section 2, if the length of the linkc fields are assumed to be constant

and denoted by dV and the length of the terminating field by Z, then the
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storage-space for the chaining technique in hierarchical files is given by

1 k

S H(C) - S Ho(B)) E f-9). (3.7)
I-0 i-I

4. RETRIEVAL TIME

The time needed to retrieve all the records pertinent to a qery when chaining

technique has been used can be calculated if the path of the search procedure

is known. Suppose the records pertinent to the query qi(i=l,2_. ,k) are

denoted by r ij(j=l,2,.,.,fi). The search path for q, starts with ri1  and

then moves to ri2 and then to r.B and so on. The searcih terminates with
rif. FPor simplicity, it will oe assumed that the records (or segments of

records for hierqrc'.ical files) are of fixed length and the time needed to read

a record and the link field associated with it will be denoted by rT.

The access time from the record rij1  to r 1 , after reading the link field

associated with r1  * will be denoted vy i(rij, rij ). Asstmiing that thie

link fields can ne converted into access commands instantly, the time needed to

retrieve all records pertinent to the query qi is given by

f'i- 1

T(qi) = 2 r (r.j. ri,.,) + f i ÷ I (1.*)
j =1

where voi is the time needed to reach the first record r 1 .

The retrieval time for each query can ne calculated from (4.1) and the total

or average retrieval time for the set of k queries cal he calculated from

these components. In many practical situations, all queries are not used

equally frequently, hence the probability or relative frequency of usage of

queries have to be taken into consideration for calculating the avcraLe

retrieval time for a set of queries. If the probability or the relat iv'

frequency of usage of the queries are denoted by P!,P2,.... P, then the
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vcrt';We ret ricval timle is given by

1) r(q) (4.2)

In the spcc;,il c.ase', wheni all the queries are used equally frequently, then

=J) Ik/k and hence

/k.

In order tcalculat T from (4.2) and (4.1), 'r(r.., r ijl)'s and ý0

imust he knovtn. In order to calculate these, the positions of the r1 .'s on

th 5torage iart'ware must be known or some statistical estimates have to be

considevred. r Qis1 a special case of t(r ., rj' ) hence it is sufficient

to consider calculation Of r(r.., r,,J, only.

It will be assumed that the records are stored consecutively on the storage

device aind the chaining is in one direction, i.e., the number of records

between r. . and r., is greater than the number of records between

r and r. Thus the number of records lying between r. andr-
1) 13+11 il ij+l

mk

tGin vary bestwe'en 0 and f It will also basuethtthe

•>1

records arc stored on a magnetic disk storage witni W records per track.

[sually statistical estimates involve less unknown measutrements than

first. It will be assumed that the probability of a record being stored ona

particular track is the same for all tracks and within a track the records are

unifcrmly distributed. These assumptions are almost equivalent to uniform

probability distribution of the records over the storage, except for the tracks

at the beginning and end.

Ill-I
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rk
The number of tracks occupied by" all the records is [ i +1  whcru Ix]

means the greatest integer contained in x The first track on whicib r.

cao he stored is [Pj-1)/J] I 'th track. .Similarly th..' iast track on whiciI

rii~l can be stored is

fi fi - 3 I - fi - fi/3 4

i~l i~it4.3)

when

I(L [:1 2 0 (-4=

,%ben the left side af(4.4) is negative, then the last track on whic r 0+

can he stored is f f/Pi +1 t traci, i.e., the last tracil. Let

k

E f - - ti •fi 1

Under the assumptions already stated, the probability that the iagnotit.i h.t d

of the disk storage has to travel x tracks to re ch r 1 fro•i r.

where x 0,1,2.. -I. .,

] 11-19



let the seek tunction of the magnetic disk storage he denoted by Eh(x) whure

x is the n"•ebr ot trracks to he travelled and t hX) is the time needed

:measured in some suitable units. There iq no explicit functional form for

Wx), though its value for every point has been det-rmined by .onto Carlo

methods. ITit the expected soek time Wor r W-l tronn r in given Py

;. i i

Z (.x)

-0 (4,I

!Under the assumption that the records are uniform!v distributed on a track and

that the heginni';g of a search on a track is a poi it . nsen at random, the

search time of a record on a track will he half the rotational time of tile disk.

Thus if the rotational time of the disk is denoted by rY, thcn the average

search time for a record on a track is given by

I r . (4.8)
T r

I Cobining (4.7) and (4.8), a statistical estimate of (rij, r j.l) can he

outained, which will be denoted by T(rij, ri,+l) and is given by

'r, i.) -1 (_2x) th(x) I r Tr (4.9)

Substituting (4.9) in (4.1) an estimate of T(qi) can be obtained and thus an

estimate of T can be obtained from (4.2).

It is interesting to compare the retrieval time of an Inverted File Organization

w.ith (4.2). In an Inverted File all the records pertinent to a query, say qi

are stored contiguously on a disk storage, Thus the retrieval time for all

iecords pertinent to qi. under the assuimptions already stated, is given by
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¶1tR) = f E91 1)~+t ~ ~ - s] T  (4.10)

If, the probability of usage of the queries arc taken into consideration then

the average retrieval time fo;- Inverted IFile is oiven by,

/k

P, T, V q,). (4. 11

Ei

Thus a measure of the additional retrieval time that has been paid as a price

for saving of storage space in chiaining tec'inicque over Inverted Hile is given

by

k

T T, 1iIq ) Iq )

f. ij r-I)
- P ,r j

mf

A statistical estimate of (4 .12) can be obtained by replacing z r.., r i.
by its estimate given in (4.9).

Ex~act expression for T(r ,, r,,,

In order to calculate an exaCt expression for i(r i., r )~ tile Cexact

storage locations of r.i and r. 1j~ nave to he' known-. -in .1 disk' e1r:1gL

device, which is a two dimensional -storage (as toe magnetic oeazd can Zij
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switched instantly in any track on the same cylinder, the different tracks on

the same cylindJer aru not considered as anl additional dimension) the storagu

location of a record rij, say S(r ij), is determined by two parameters, namely,

the track numwer (x ij) and the angular pcsitiun (w ij) measured in radiants

from a fixed point on the track. Thus

S(r ij) = (xij, .ij). (4.13)

Thus the storage distance from the record rij to the record r.ijl is

given by

S(r ij, r ) = (ijl - xi]' ij+l W ij) (4.14)

r(r.ij rij+l) contains two components, the access (seek) time and the search

time on the track. The access time is given by

T h (Xijtl - ij) IS 1 )

For calculating the search time, two functions have to be introduced. Let

f ix) = the fractional part of x

I (" ,) = the time needed for the disk to rotate from the
angular position tu1 to W2"

As the disk rotates 2w radians in time T , hence the search time is

T - c IT f ýjh(,. -x) + °1 j ) 4.1(+
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Hence, h

ri j '( xj ) h ( x i J f c "" T' c W i
Ij "4.1)

SUMMARY

It has ueen shown that the problem of file organization can be looked at as

a problem in time and space. Retrieval time and storage space are tile two

important factors. Both of these factors cannot be reduced simultaneously.

They move in opposite directions. A file organization technique attempts to

balance these two factors. In this paper, these concepts have been brought to

light using "chaining technique" of file organization. Mathematical formulae

for retrieval time and storage space need have been calculated. It has ocen

shown that some of the formulas become simple when statistical assumptions

are made. Retrieval time and storage space required in chaining technique

have been compared with that of Inverted File organization. One important

aspect which the author would IkA. to emphasize is that it is difficult to

combine retrieval time and storage space requirement into one measure of

goodness, and this should not be attempted when comparing different file

organization techniques.

ACKNOWLLDGEMENT

The author would like to thankl Dr. Michael E. Senko and Dr. Frank Palermo of

the Information Sciences Department of IBM Research Laboratory for their valu-

able help rendered during the work.

111-23



Rj ,rEREXCES

I. Abraham, C. T., Thosh, S. P., and Dav-Chaudnuri, D. K., (1968), "File Organiza-

tion Schemes Based on Finite Geometries," Information and Control 12, nn. 143-163.

2. Baker, F. T., (1963), "Some Storage Organization for Use With Disk Files." IBM

Federal System Division Report.

3. Buchholz, W., (1963), File Organization and Addressing. IBM Systems Journal 2

pp. 86-111.

4. Davis, D. R. and Lin, A. D., (1965), Secondary Kcy Retrieval Using an IBM

7090-1301 System. Commun. A.C.M., 8, pp. 243-246.

5. Cray, If. J., Landauer, W. I., Lefkowitz, D., Litwin, S., and Prvwes, N. S.,

(1961), The Multiple List System, University of Pennsylvania Report.

6. IBM Report, (1967), Formatted File Organization Techniques, Contract A.F.

30(602)-4088.

171-24



SECTION IV

ORGANIZATION OF RECORDS WITH UNEQUAL MULTIPLE-VALUED

A2 TRIBUTES AND COMBINATORIAL QUERIES OF ORDER 2

S. P. Ghosh

iv



ORGANIZATION OF RECORDS WITh UNEQUAL MULTIP'i.-VAI,Uti'
ATTRIBUTES AND COMBINATORIAL QUIRIES OF ORFI.Z 2-

S. P. (hosh

Information Sciences Department

Research Division
San Jose, California

ABSIRACT: This paper develops theories for constructing filing
schemes for formatted files with unequal-valued attributes when
the query set contains all queries which specify two values from
two attributes. These filing schemes provide a set of buckets
for storing accession numbers of records. The retrieval rule is
based on identifying a bucket from a query by solving algebraic
equations over finite fields, The theories underlying these
filing schemes are based on properties of deleted finite geometries.
Expressions for retrieval time and storage redundancy are also
given.
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1 . INTRODUZTION

A large volume of data may be stored in many ways in the

storage area of a computer. Usually, these arc stored in small

blocks called records. A record is an information block and

can have any structure, but we will discuss the case where this

block of information is represented by an n-vector, each corn-

ponent being a number providing information regarding one

of a set of k attributes A1 , A, ... , A . These numbers are

called values of the attributes. Each record has a record-

identification and is denced by i. Thus, if vi. denotes the

th thvalue of the j attribute of the i record, then the structure

of the record is

f(i) = (i; Vill vi2' '''' V , 11

The collection of records is called a file. One of the

mair, purposes of storing records in a computer is the ahi Itc

to recall any subset of the file which meets certatin criteria.

This criteria is also called a "query." A query may specify a

key, or a collection of keys, or a particular value of an

attribute or a collection of values of different attributes or

a combination of keys and values of attributes. In general.

a query may be stated by the user in many different forms but

at the particular stage of retrieval process, when the query has

to interact with the file, it has similar structures to the ones

1\-S



describ~oo aloveL. In Ohil paper, we confine oursclves to

structures oil queries which specify a collection of values of

attributms. Fhus, we mnay want to retrievc all records for

w~hich the attributes A.........A have the values

.v Qg~) whatever be the values, of the other

-gattributes. We shall denote this query by

All records for which the attributes A. have the valueJi

V.for i = 1, 2, ... , g are said to satisfy the query or

pertain to the query.

Records within a file are organized according to a scheme

to reduce the time needed to retrieve pertinent records for a

given class of queries. the pr,)hlem of file organization is

fairly simple when queries relate to only one attribute. A

summary of this type of work has been given by Buchholz t1963).

Plrywcs et al. (1961) attempted to resolve t~he problem of

minimizing search time for multiple attribute queries by group.-

ing attributes into composite attrihutes and forming a tree

structure, and D~ivis and Lin (19653) suggested the formation of

partition classes by considering pos.;ible values of logical
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fields. Abraham, Chosh and Ray-Chaudhuri (1968.) used finite

geometry to construct combinatorial filing schemes for binary

attributes. Their method consisted of forming groups of records

in such a manner that the group containing records pertaining

to a given query could be determined algebraically, thus,

expediting the search. Ray-Chaudhuri (1968h) discussed some

further combinatorial properties of file organization schemes

for binary valued attributes. Chosh and Abraham (1968)

developedt the theory for file organization schemes for multiple

valued attributes where attributes have an equal number of

possible values and the queries specify two values if two

attributes. This result was generalized by Abraham, Bose and

Ghosh (1967) to th e cas e wh ere th e quer ies spec if y t (-

values of t attributes. In this paper, propertiesý of t-inde-

pendent linear forms over a Galois field FsIwere used for

constructing file organization schemes. In a subsevuuca-t

preliminary report, Abraham. Bose and Chosh (19t,7 showed that

by using some dependent linear forms along with independent

linear forms, filing schemes can be constructed when attributes.

have unequal values which are some multiples of s, where s is a

power of a prime number, In this paper it will hie shown that

when the quer~y set consists of all queries which sprecify two

values from two attributes, then it is possible to devetlop,

combinatorial filing schemes if the attributesý have unteludl
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values. These results will be developed in two parts. In thle

first part, deleted (or fuill) finite geometries will he used to

develop filing schemes when the number of values the artributct:

can take are any multiples of s. In the second part, partially

deleted geometries will be used to construct filing sc~hemes

when the attributes can take any, number of values.

2. UNEQUAL VALUED FILING SCHJEMES

In most computerized filing systems, thle records are stored

in some relatively slow storage area. The starting address of

a segment of the storage device, where the record is stored in

its entirety, is called the accession number of the record. A

set of comparatively faster memory or storage device (like the

cylinder of a random access disc package) is reserved for

storing the accession numbers. Let this set be denoted by S,

In this paper, file organization schemes are rules for storing

accession numbers of records in S, and retrieving the pertinent

accession numbers when a query is asked. These rules are

referred to as storage rule and retrieval rule. In all filing

schemes which are in practice today, the retrieval rule consists

of matching operation, whereas in the filing schemes discussed

here, the retrieval rule can be algebraic computation only,

by, proper choice of hardware. In order to achie~e this property,

the storage rule is developed from structures of sonic finite

IV -6



geometries. The query set consists of queries 1hich specify

two values of two attributes, thus, when - 2, an accession

number of a record is stored in more than one location in S.

The redundant storage of accession numbers can be avoided by

using complex chaining techniques and, thus, increasing search

time. In the storage rule which is discussed in this paper, a

limited amount of chaininF is used to reduce the redundant

storage of accession numbers but not increase the search time too

much. Additional storage requirement and search time formulat, for

filing schemes are discussed in detail in latter sections.

A collection of all queries which specify t values of

t different attributes ape defined to he combinatorial query

sets of order t, and will be denoted by Q

A Multiple-valued Filing Scheme with parameters

(t, nl, n 2 , ... , ni, b) is defined to be an arrangement of the

accession numbers of records with ý attributes, where the

vector of the number of values these attributes can take is

given by (nl, n2, ... , nj),in b groups (buckets), which are

not necessarily mutually exclusive and which satisfy the

following properties:

(1) The accession numbers in a bucket is a subset of all

accession numbers (property of redundancy).

(2) Associated with each bucket is an algebraic identifier.

There is a correspondence between the algebraic identifier
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of a bucket and the accession numbers in thel bucket

property of ident i fi ab ili tv

(3) Corresponding to any query which specities t It 2) values

of t different attributes ther., exists a unique bucket

Iproperty of uniqueness).

A multiple valued filing scheme corresponding to a

combinatorial query set of order t will be denoted by MVFS
t

Ghosh and Abraham (1908) have constructed Balanced

Multiple-valued Filing Schemes of order 2. In those filing

schemes n1 1 n,2 = .... = n, - s and, thus, it was possible to

have each bucket containing the accession numbers of an equal

number of queries. In NIVF:S when the n 's are not equal, in

general, the buckets may not contain ihe accession numbers of

an equal number of queries. In some ot the cases discussed in

this paper, MVF:S 2 will be balanced with respect to queries.

The problem of construction of MIVFSt can be considered as

a problem in combinatorial algebra which may be stated as

follows: given , sets of sizes n1 , n 2 . . . ,. n, how can b groups

be formed such that any subset of t elements from t (of the Z)

sets will be contained in one and only one group, and it should

be possible to determine that group algebraically from the

subsets. No satisfactory mathematical theories are known which

will provide a direct answer to this problem so an attempt has

been made to take finite geometries, which have symmetric structures,

and delete some portions to provide an answer to this problem.
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a Galois Field Cs)where s = p and p is a prime integer

is denoted by LL4N., sI. Points in this geometry are denoted 1).

n-tuples of the form x = (x1 , x2 ,. x ) where x. Cl (s). A

t-dimensional flat in this geometry is defined by a set of

points which satisfy N-t independent linear equations with

Lc~efficients in CE(s). There are s N'points in this geometry,

and any t-dimensional flat contains s tpoints. The number of

N-tt-flats in EC(N, s) is equal to s ~(-,t-l, 5) where

;(,t, S) = (s +-lJMs -_1) .. . (s* -1)

(st+l M t-1 . . s )

Whben some structures from a finite geometry are deleted,

then the resulting- geometry is called a deleted geometry,

e. g. some lines of a EC(;(N, s) may be deleted. The remaining

lines and all the points of the geometry may be used to construct

a filing scheme. This technique was used by Ghosh and Abraham

(1968) to construct balanced multiple-valued filing schemes of

order 2. When some points or the geometry are deleted, then.

irregular structures are obtained, i.e., all the t-flats of the

geometry do not have the same number of points. These types

of deleted irregular geometries will be called partially deleted

gometries.
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Lxar1, 1 3. 1

Consider a E-(2, 5), There are 9 points in this geometr,

which may be represented (without a comma separation between

the coordinates) as 00, 01, 02, !G, i1, 12, 20, 21, 22. T"'' e

12 lines of the geometzy with their algebraic equations are:

hquation Points

x1 0 00, 01, 02

x = 1 1), 11, 12

x= 2 20, 21, 22

x= 0 00, 10, 20

x = 1 01, 11, 21

x, 2 02, 12. 22'

Xl +X2  = 0 00, 12, 21

Xl+x 2  = 1 01, 10, 22

Xl+X2 2 02, 20, 11

x2I +2X = 0 00, 11, 22

Xl+2x = 1 10, 21, 02

Xl+2x2 2 2 20, 12, 01

If the points 00, 12, and 21 are deleted from this

geometry, then we get a partially deleted geometry whose

lines are:
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= 0 : 01, 02 x 2 = 0 10, 20

x rI J I 1!, 11 x = = 1 : 01, 11

S= 2 20,22 2 2 20, 22

x¾X2 1 = 01, 100, 22 2x = 0 : 11, 2

Xl+x 2 = 2 02, 20, 11 X÷2X2 = I : 10, 02

x: I2x2  2 : 20, 01

This partially deleted geometry contains 9 points and 11 lines.

9 of the lines contain 2 points each, and 2 lines contain 3

points each.

If only the 3 lines: x = 0, x = 1 and x= 2 are deleted

frem LG(2, 3), then the resulting geometry is a deleted ge .netry

with 9 lines and each of the lines contains 3 points.

A spread in a finite geometry is a collection of disjoint

flats whose union covers the geometry. In the example 3.1, the 3

lines x+X, 0, X1+x2 = 1, and xl*- = 2 form a spread. Each

of these three lines are called an element of the spread.

4. MULTIPLE VALUED FILING SCHEMES AND DELETED GEOMETRIES

Consider an EG(N, s) and a point in this geometry denoted

by (x1 , x2 .... xN) where x. F GF(s). An N-I dimensional flat
N-1

in this geometry is defined by the set of s points which

satisfy the following equation ai x + a 1 2 x* ...+ + a x c

where the a IJs and cI are elements of GF(s). If a s are

IV-l1

L im im i-Il



kept fixed and c1 is given the s different valuvni of GFI),

then we get s (N-l)-flats which form a spread. Suppuse these

s .N-fl-fats are identified with s attrihute:; and the N-I

points on each of the elements of the spread are identified

N-i
with s values which the attributes can take. bus, a 1-1

correspondence between a formatted file with s attributes where
N-I

each attribute can take s values is established. The file

can have ss(N-1) distinct records and each record is identified

with an s-tuple of points in the geometry. There art'
N-i1 g-J NI N

s N (N-I, U, s) z s Is -1)/Ws-I] lines in the geometry and

each element of the spread a1 1 X * a 1 2 x2  - ... * al AX\ = Cl

(c I )) contains s N-2  (N- 2 , 0, s) = s (s -l )

lines. If all the lines which lie completely on the elements

of the spread are deleted then we will iet a deleted geometry

with s -1(s Y-1)/(s- ) - s N (sN-1-1)/(s-l) = sn (N-1) lines.

The buckets of the filing scheme will be identified with the
s lines of the deleted geometry. Each line in EG(N, s)

is represented by a system of N-1 linearly independent equations.

Thus, the matrix of the coefficient of the equations, which have

order (N-i) x (NlI) may be used as a bucket identification. The

storage rule for the record f(i) = i; v i' vi2, ..... ' Vis )I

defined as follows: the accession number of the record f(i) is

stored in all buckets which have at least two points which are

common with the s-tuple point-representation of f(i). Inside
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the bucket the accession numbers are subdivided into s(s-l)/2

sub-buckets corresponding to the s(s-l)/2 pairs of points of

the bucket. An accession number of a record may be entitled

to be stored in more than one sub-bucket within a bucket but in

order to reduce :edundant storage, an accession number will be

stored only in one sub-bucket within a bucket and properly chained

(chaining technique) with the other relevant sub-buckets within

the bucket. Chaining between buckets is avoided to reduce compli-

cations. The same rule is applied to store the accession numbers

of all the records in the file.

Example 4.1

Consider a EG(3, 3) and a spread of planes in this

geometry. Suppose the spread is represented by the equations

xI = O, x1 = .1 and x1 = 2. We use this geometry and this

spread to construct a filing scheme for a file with 3

attributes, where each attribute can take 9 values. The

3 attributes AO, Al, and A2 will correspond to the 3 elements

of the spread and the values that these attributes can take

will correspond to the points on the spread. Let v' be theI'
.th ith
j value of the i attribute (i = 0, 1 .... 8, i 0, 1, 2),

and the correspondence between the values and the points are

as follows: the point (jk) will correspond to the value

v' where m z 3j~k. The buckets will correspond to the 81im

lines of the geometry which do not lie completely in any one

: Ib -13



ao the three pianes x, = U or x, = I or x -. .u)ppusc a

record is composed of the values v'03, V110 and V,'24' 1.V..

ffi ( = "; v' 0 3 , v'10 , v' 2 4 ) [hen the point-representation

of this record is f(i) n (i; 010, WOU, 211). According to

the storing rules, the accession number of this record is stored

in three buckets corresponding to the three lin.s: x. 0,

xl X2 z 1; x2 m 1, XlX 3  j I and x ÷2x 2 z I, Xl÷x 2÷X 1.

Fhese three buckets ma" be identified by their matrix of

coefficients as

0010) (~010 han (1)( 11o1 \ 101 1iii/

wiithin the bucket with label (0010• the accession number of the

(110l1
record f(i) will be stored in the sub-bucket corresponding to

the pair 010, 100. This sub-bucket may be given a sub-bucket

label 010100 (obtained by concatenating the ordered pair).

[he storage rule defined above, will provide a filing

scheme which answers all queries of a combinatorial query set

of order 2, i.e., Q. or

vt . V'

The retrieval rule for any query belonging to 0, will con-

sist of five steps:

0\-14



(i te pecified values of the attributes wil b1 e converted

into their point-representation.

lbi T'he e-quatlufi of the line containing the particular pair

of points is determined by solving N-dimensional algebraic

equations over Ii(Is

(iii) The bucket corresponding to the line is reachecd bY

appropriate command to the storage unit.

i v) The appropriate sub-buck-et is reached by matching the

sub-bucket labels with the query within the bucket.

(v) The accession numbers are retrieved from the sub-blucket

and the corresponding records are retrieved from the

storage.

In a EC(\, s) through any two points there passes, only- one

line, thus, step (iaj of the retrieval rule will always provide

a unique bucket, and hence, the property of uniqueness of %V•

will be satisfied. In the preceding discussions, it has also

been establisher! that the above filing scheme satisfies the

property of redundancy and identifiability. Thus, we have the

following theorem;

Theorem 4.1

There exists a 'MVS, with parameters t z 2, s. n 2

N-1 (N1
-n.. = = 5 s and b =s -,where s is the power oft a

prime number.

Let the elements of GF(s) be denoted by ~

Consider a 116MN s I and choose an (N-Iý dimensional spread in
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t. Let it be denoted by a 1 x 1  Xu x -. a x c~ where the

all's are fixed and c1I varies over all the s elements of

Consider s 1s elements of this spread which are repre-

sented by

xl~a X 
4 a X 'I

11 1 l:2 IN '

.4.l

a xYa x, *a x
11 112' 2 I N N 1

and associate with them 51attributes with s~' N- values each.

TIhe s N1points on each of these (N-I) dimensional flats

represents the values of the attributes,

Consider another s #where s I +s2 's,elements of the (N-I)

dimensional spread and partition each (N-l)-flat into (N-2)

dimensional spreads. These may be represented as follows:

a11 xl~ 14a 2 * 2. * +aIN XN =*As 14J

(4.2)

a 21 x~a 22 x2. .. +a 2N XN = c2

where the aj. 's are fixed and c 2 varies over all the s elements

of GF~s) and J varies over 1 to s2
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In (4.2) the collection of s (N-2) -flats for a fixed value

of y is a (N-2) dimensional spread of a (N-l)-dirncnsional flat.

Associate with these s 2s (N-2) flats, s 2s attributes with

S -2 vtiues each. The values of the attributes are associated

h',h the points of the (5-2)-flats. This technique can be

repeated (N-i) times and, thus, establishing an association

between a EG(N, s) and a file with the following type of

structure:

N-

s .attributes have s NIvalues each

529 attributes have s IN2values each

s3s2 attributes have s N3vausec

s N-r - attributes have s values each

where sls+.2 + '' 5-

In this association, the s i+1s attributes with s Ni11 values

each will be associated with the following (N-i-l)-flats

11x1~a 1 x2  +. * a X\

2,1x1 22x, 2NN 2

(4.4)

a Ya 1x + *a x, -ci+11 +12ii 2 + iN N i~1

where ak.1's are fixed, ivaries between s,--.~

I



Ij

an 51 qi+]l an c., C "" vary over all elements

of Gus).

A deleted geometry w~ill be constructed from EG(., s) by

deleting all lines which lie completely on every flat which is

associated with an attribute, i.e., all the s1 s~ N- (N-2, 0, s)

lines which lie completely on the s1(,N-.l)-flats given in (4.1)

will be deleted; tb.: s 2s N- q(N-3, 0, s) lines which lie

ecmpletely on the s 5 (N-.2)-flats defined in (4.2) will be

m2

deleted and so on. Thus,

s Is N- :N20s s2SIN-2 ý(N-3,0,s) + s 3 s Ns2 +

5 -)sN-2+ N-

lines will be deleted from EG(N, s). This deleted geometry will

have

AN2Is t(N-l,0,s) so (N-2,0,s) s - N-2 4P(l,D,s) - s N-I) (4.5)

lines. Each of these lines will correspond to a bucket in the

Filing scheme. The storage rule and the retrieval rule for the

accession numbers of the records will be the same as for the

.WF wthparameters t =2, Z s, n1 = n2  n

b =2N- s If a query specifies two values of two attributes,

then the line passing through the point-representation of the

query is contained in the deleted geometry described above. If

IV -18
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the query represents two values of the same attribute, then the

line passing through the point-representation of query is not

contained in the deleted geometry and, hence, theie will be no

bucket corresponding to that query. Thus, we have the following

theorem;

Theorem 4.2

There exists a M\FS, with parameters t = 2, s; - s .S*S 3 5

..' +S N -2 where s. - 0 for all i and sl.s,- .... S,
N-1 -N-

s being the power of a prime number,

N-1
n, = In2  n ... = S

n n n1 IN- 2
+ * s +2 Ss'

n- -N

and b s N s t(N-1,Os) s• = s

s- N-2 ,•-ns .S2S

Consider a file which has two -attriutes with 9 values each

and three attributes with 3 values each. The attributes are

denoted by A0, Al A, AA and A The ith values of the i th

I\'-19



.ittributc. is represented by v9 1 .,,. 8 for i ý 0,1,
1)

and I 0,1,2 for i = 2.3,4). I-or constructinng a %1V1I for thi s

file, consider a EG(3,3). Mhe three planes xI U, UxI I,

and x, 2 form a spread in FiLI3,3i. Associat. the 9 points

of x- U with the 9 values' of A\0 and the 9 p'oints of xI = I

%ith the 9 values of All i.e., (U" z ( ,Vkj ' -" !lk, 1where1' 0m 'In:

m 3Jk; Jk = 0,1,2. rhe three lines x =2, x, 0;

x, 1; and x= 2, x= 2 form a spread on the plane xl I .

Associate these three lines %ith the three attributes A'2' A \ and

A;4 and the points on the lines with the values of thte attributes

in the following manner:

vi,.= ( 2 0 j)l, v. (21iK, v'=, .

3.1 z (j z (22j). . = 0,1,2.

EGc3,31 contains 117 lines from which the following 27 lines

are deleted:

x 0 O, x2 0; x1 =0, x= 1: = , x2

x 0", x.. = 0; x= 0, x =. I' x 0, x- 2

x 1 O, xX. =x = 1; x 01 0, x2+x3 2

x= 0, x2+2x3 =0; x1  0, x2 +2x 3 i = 0, xý+2x= 2

x= I, x, 0; x= 1, x= 1; x= I, x2 = 2

x= 1, 0x3 0; x=1 , x 13 I; x=1 , x 23 2

x 1, xxx =1; x + 1, x2x =2
=1 2x 30 x1 = 2 3 1 2 23

x= 1, x +2x 0 x 1 x+x 1 1 x I$ x,+2x3 2

2 3 ' 1 '\203

I V-20



x1  -2, x,• ; = 2, x = 1; x = 2, x, = 2.

Thus, a deleted lA;(3,3) with 90 lines is obtained. The buckets

will correspond to these 90 lines. If the accession numbers of

the records are stored in these' 9(0 buckets fol lowing the same

storage rule as in example 4.1, then we wi l get a 1V"FIS2 with

parameters t = 2, = 5, nl n, = 9, n. = n 4 = n. = 3 and

h = 90.

S. RI.DUNIDANCY 0F1: MIII' I PLI: VALLJUED I[ : I LI NG SCI I-INP

In the filing scheres discussed in the previous section, an

accession number of a record is stored in more than one bucket,

and this will give rise to redundant storage. ihe average number

of times the accession numbers are stored in the filing scheme is

called the redundancy of the filing scheme. The redundancy of

a filing scheme will depend on the following properties:

(i) The frequency distribution of the different types of

records in the file;

(ii) The patterns of values of the attributes in the different

buckets;

(iii) The number of different values the different attributes

can take;

(iv) The types of queries in the query set.
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In deriving the algebraic expressions for the redundancy,

it is assumed that the query set is of the type Q2 and the

frequency distribution of the different types of records in the

file is uniform. Thus, the ioumber of records in the file is

some multiple of n.. As we are calculating tile redundancy',
il1

it is sufficient to assume that the total number of records is

th
n.. Suppose j bucket in the filing scheme has the follo%-

i=1

ing type of structure:

;A. = . ,A. V. , ... A. V.
-A'I 31•1 72 32'2 *k. 3k. k.

Let us denote by S. the set of attributes which are repre-
th

sented in the bucket, i.e.,

S. J IA. , A ... A. A(5.1)
J1 j2 -k.-J

S.-A. will denote the set of attributes of S. from which A. has
3 1 1 1

been deleted. Then under the assumption of uniform distribution

of records, it is easy to see that the number of accession

numbers which will not be stored in the jth bucket is given by:

-- I." (n .iSrni-1) ha , •X 1
i S. irS. 1 ir. . irS. i'rS.-A. 3 '7 :7 1 *J :7

where S. is the complement of the set S.
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" n.
i n. e n. -1). 5 (ni -Ij

-- Il Tii . J' (Ti. -1) 1 + 1/

i it FS. - -1J

iS- iS. '. j - 'n (5.2).3 .3 i9~ 1

Thus, the total number of accession numbers in the jth

bucket is

i iS_ n Jj (n. - i * jiS 5 ~iil. -1) /

n j +

9 C § Y1 I

The total number of records in the filing s cheme is:

£ b n.

11 3=1iS 
. s

S " : iI (.J

Thus, the redundancy Of the filing scheme is given by:

b in. 1
.1 ; ji~s , ; iS ( .-

R n . -n . -1 )
-.... *JiR * 1 - ;

' . \ j i i . ,1 (5 .4 j

Consider the MVFS 2 with parameters ; s
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Sn, n If a tile has uniform dis-

tribution of records, then the number of accession numbers iS

Hi lere - {A A* ., A for all i and S the empty

oet. bug, from (5.4), the redundancy in given be

( - ) s* -1 (S.St
SN 1[:s• s 1 1 1 - N- -lS- (55

N-1 -i

In the filing scheme discussed in example 4.1, N 3 and

S 5, thus, the redundancy of that filing scheme is 2.7-8.

Consider the MVI:S with parameters ,= Si4s•s-3-
N- 2

. - N-21 and the attributes divided into N-I groups

thi-(, 1 .2 ., t l ,u c the i group C.; contains s s
.N-i

attributes each having s values, i = 1,2, ... , %-I. It has

been shown in theorem 4.2, that b = s is s(N-1,0,s)

- s I ;(N-2,0,s) ... - sN-2 "(1,0,s) - SN-1 . When the records

are uniformly distributed then the total number of different

N i (i
Y si s'N-i)

types of records is s . Here

Oil A ... ,A s2 A's from C2 s3 Ai's from G.,S .={1,A2, ' 2s1 i 2 3i" 3

. N_1 A.'s from CN-1 I for all .
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m2

Si = s 2(s-1) Ai's from G, s 3(s -1) A.'s from G;3'

-5 (sN2-1) A.'S from C

(sN-I N -A

Substituting in (5.4) the redundancy of this M!\VS, is given

by

N-1 %-I s -s' ' ) i

R - 5 N-2 {s 1(N-7,O,sJ - "- , 1- ( , .- t

-l 15.6l

N-I si
1- N-i{
P1i: s -ii

In the filing scheme discussed in example 4.2, N = 3, s = 3,

Z=5, n1 - n 2 x 9, n 3 = n4 = nS = 3, 's = 2, s, = 1, b 9C.

The number of different types of records in that file under

uniform distribution is 2187. The redundancy of that filing

scheme is 7.037.

6. RETRIEVAL TIME1

In the filing schcmns discussed, the retrieval time is

composed of two components:

(i) Retrieval of the accession numbers of the relevant

documents;

(ii) Retrieval of the records when accession numbers are given.
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lhe tire needed for tnese two components is denoted be I

and I Tl and F, depend on the structurve of the fi le, the

I-cngths of the records, the fiIi ng scheme, the. h:,rda are system

and what operation of the retrie'.ail procedure iS carried out 11%

which component of the computer sYstem. It w i IIh assumed that

the main file of reccrds are stored in a random access disc pack

and also another disc pack is available for construction of

the filing scheme.

The attributes and the values which they can assume have

a representation in the computer. [he first sten in the

retrieval procedure consists of converting the o,-,'rv representa-

tion to its point representation. This may be ac ieved by a

simple table look-up. Let

t- time needed for converting a query to its point

representation.

The points are used to determine the algebraic equation and,

hence, the bucket label pertinent to the query. This operation

is carried out in the central processing unit, Let

St2 = time needed to solve the algebraic equations to

determine the bucket label.

It is easy to see that the coefficients of the algebraic equa-

tions (properly concatenated) of all the lines of a finite
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geometry form sets of linearly ordered consecutive clerents.

In MVFS,, although all the lines of the finite geone.try du not

correspond to buckets, the coefficients of the algebraic Cequa-

tions of the lines, which correspond to buckets, can be made to

correspond to a set of linearly ordered consecutive elements

because the deleted lines have a systematic pattern. lhus,

the buckets can be made to correspond with consecutive tracks

on a disc. Different practical situations may necessitate

corresponding one bucket to more than one track, or fraction

of a track, but all these can be taken care of by simple mathe-

matical transformation. Thus, in the retrieval procedure, the

computer, after solving athe algebraic equation, can give a

direct command to the magnetic head of the disc for the exact

track location of the bucket. Let

t3 r time needed for locating the bucket to seel, time

of 'he disc pack.

In the M\FS, discussed in section 4, each bucket contains

s(s-l)/2 sub-buckets. The sub-buckets will correspond to small

segments on a track with sub-bucket labels. Thus, the computer

can give a direct command to the magnetic head to search a

particular sub-bucket and retrieve all the accession numbers in

it. Let

t4 = time needed to locate a sub-bucket and retrieve the
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accession numbers of pertinent query search time

on a track.

At t isic, -, ub-huctkets may be chaxned. In such s1titu[atios,

the chaining links can be picked up by the magnetic head,

ordered, and the retrieval procedure completed in another rota-

tion of the disc. Let

t- = time" needed for tracking chaining, if required.

Sh U;, I1 = 2 t34+t t5 (6.1)

1, will depend upon the number of records pertinent to a

query which will depend on the distribution of the records in

the file, If the distribution of the records is uniform and

the distribution of usage of queries is uniform, then an express-

ion for the upper bound of average 12 may be obtained as follows:

I.et

= the average seek time on a disc.

= the average search time on a disc.

.S. . iset of all the iattributes except A. and A. I.

rThe average number of records satisfying a query

"n V ("-I) L •2 ni
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where the double summation is over all 'j-1J/2 values

of and from I to ~, where $

As more than one pertinent record mnaY y h on the same tra&ý,

hence

Average 1 2 ()n q' -.3)

mq

Thus, the average retrieval time for a query under all the

stated assumptions is

T, +Average T.,

7. MU1LTIPLE VALUE F ILI NG SCHELIS AND PARE!\IA U-L Ii) DI111" LO(Il II I E

Consider an FINN(, s) and the spread a Ix1~a,x,'. .. . x c

where a. & CE(s) and are fixed and c varies over all elements

m1

of GE(s). Let ni l ~.....n, be a set of positive integeýrs

with2I s, and max fn S: -

Consider the element a x1 + a~x., +..+ aNXN 1Ol2

- a1.ý GE(sflof the spread and delete from it s N- 1-n

points. Then delete all lines which lie completely on any- one

of the elements of the spread. Some lines which do not lie

completely on an element of the spread may 'be deleted becauIse

some of the points have been deleted, and at least two puoints

are needed to define a line. There are some lines in this

geometry which may have less than s points. This partially

lV2
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'i --

deleted geometry has n. points. The number of lines in

this geometry depends on the n.'s and also on the actual points

which -are retained, ie.,_ for a fixed set of !11'5 the numb~er

of lines may vary depending on the choice of the points which

are not deleted. Such properties of partially deleted geometries

are not veryl well known and no attempt will be made in this pap~er

to develop such theories, hut some interesting results which

have been obtained by simulating on the computer will be stated

later.

Consider a file with s attributes and the i thattribute

has n. , (n.i 0, i =, .. s distinct values. Associate

1 1•

the i thattribute, Ai. with the element a 1,+ x1 ax 1.)+aNX = x

of the spread in the partially deleted geometry. The n, points,

on this element are associated with the n.i values of the attri-

bute A.i. The lines of this partially deleted geometry are

associated with the buckets of the filing scheme. The storing

rule for the accession numbers of the records in the buckets is

the same as before. The sub-bucket may be constructed in a

similar manner as before. The exact number of huckets in the

filing scheme cannot be stated. It is obvious that b < s2(N-1)

and it is difficult to state a lower bound for b. Given a set

of n. ' s, there are some practical situations in which the

minimum number of buckets are preferred, whereas in some other

situations, maximum number of buckets are preferred. Some
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simulations were performed on the computer and some interesting

numerical results were obtained which are given in the fol!ot,-

ing example.

Example 7.1

Consider an EC(3,5). This geometry has 125 points, 77S

lines and 155 planes. The planes can be divided into 31 groups

of S each, where each group represents a spread of the geometry.

A partially deleted geometry is constructed by deicting the

following 38 points: 000, 002, 004, 010, 012, 014, 021, 022,

023, 030, 034, 100, 102, 104, 110, 111, 113, 120, 122, 124,

142, 231, 223, 300, 304, 323, 340, 344, 412, 421, 423, 424,

430, 432, 434, 441, 442, 443. This partially deleted geometry

has 150 lines with 2 points each, 253 lines with 3 points each,

222 lines with 4 points each and 150 lines with 5 points each,

i.e., deletion of the 38 points has not deleted any line

completely. This has been possible because of the particular

manner in which the 38 points were chosen. Consider the spread

x 1 = 0, x1 = 1, x1 = 2, x 1 = 3 and x1 ý 4. These planes now

have 15, 15, 23, 20 and 15 points on them, These 5 planes are

now identified with a file with S attributes, 3 of which have

15 values each, 1 has 20 values and the other has 23 values.

There are 150 lines which lie on these 5 planes. They are

deleted from the partially deleted geometry and the remaining
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o 25 ItJJl a rC i dent if i ed with the bu(kets• of a fill g sd1c0iic.

\r;oig. these, uCS linc'o, the'rLe art' I 10 1 n"' V, i te coInt!; e:

each, 217 line-, ith 3 points on each II, i8o 1 ms ,ith .1 l-cilt-

on each and i1 ines i.i th ; points on each. lhu11, ii tic

f i Iltng scheme there arc- 11I buck, ts , i th I bl, -lucxet in Rinch,

--I -1" buckets , bth 3 sub-buckets; in ii t,. IS)' li8 ucket- th 1! sub-

buc'kc s nii cach and 112 oucket s v, i th i t! sub -buckets i n each;

ih i s part i ally dol cted gcomc try carn ar . used to cons t ruct

fiIi nr scheenis for another 20 diffler ent types o Cf filILs l x

Sassociating dhem ,ith different spreads. In thees- file's, thv

di ffercnt numtoer of valuos that the attributis can take. i .,

Sn 1 .1 o i,, ns). are: (14, 15, 16, 18, 23-

(14 - 7. 12, 18, 24), 1-1, 16, 18, 19, 21), (14, 17, 18, 18, 21.,

,I ' S, 1 9 1i, 22), 13, 11), 16, 17, 24 . (15, In,, 18, 9 2),

S15, 16,, 12, 18, 22), (15, I2- 17, 18, 21j, (15, 17, 18, 1I, 19)P

1, ) s, 1 8, 18, 19 , (16, ,6, 16, 18, 22j, ( )10, 1, 17, 18, 211,

I1(, 16, 12, 19, 21,. (16, 16, 1 .IS, 20) , 16,, 16, 18, It, 1Ill

I ', I( . 12, 18, 20), (1,, 17, 1' , 19, 19) , (I.,) 1-, 18, 18, If)

and (17, 17, 18, 18, 181.

ihus, the following theorem is established .

ihicorem 7.1

There exists a MTFS with parameters t z 2, s, n,, n
2

2 (N-i
n , where n. 0 for 1 1, 2,,., . and h)
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Consider a file which has the following type of structure:

Sattributes with values between s and s +÷

N-2 N-3
"2 attributes with values between s and s +1 (7.1j

N-3 N-4÷

3 attributes with values between s and +

~-~attributes with values between s and 0

where ;'2 .... satisfy the following conditions:

(ii ,..'s are non-negative integers:

1' ii2i + 3 ýN I S

L S Lo

For simplicity, it will be assumed that nI, n2 ,..., n
N-I sN-2+li1

.- en -s and s-2, n. P1' n: "''. n lie
1 11 2

N-2 s-3+lN-2
between s and s N-. n1. ... N 2 ... n. lie between

i=-

s and 0, where A is the total number of attributes.

Consider a EG(N, s) and a (N-1) dimensional spread in it.

Choose *1 elements of this spread and let them be represented

by

a X1 + a1 x2 +... al.INx = 0

alX + a 1 2x 2 + ... + a lNXN = I (7.2)
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(7.2)

a X, +a x, + .. a *

11l 12IN N

Consider the (N-1) dimensional flat a11xl~a1I÷x÷.

"+a INlX N = '0 and delete from it s -n, points and associate

the remaining points with the nI values of A1. Similarly,

X-1
delete s -n, points from allxla 1 ,x,+ ... +alNxN =X and

associate the remaining points with A, and so on up to A

Let pi/ i-11= s.. Choose another set of s, elementssi I

of the spread and partition each element into (N-2) dimensional

spreads. These ss : elements may be represented as:

a , a X..+ a1 X.X11X1 ÷ al 2x . ÷ lN 1l+j

(7.3)
a21,xI a22,x2 a ... X a Nx c2

where a. 's are fixed and c, varies over all elements of GF(s).

Choose .. elements out of (7.3) and delete all the points which

lie on the remaining s.,s 2 (N-2) dimensional flats of (7.3).

Take one of these remaining elements of (7.3) and delete from

i t s - n .l points and associate the remaining n +1 points
Il

with the n, +1 values of A Yl. Similarly, delete sN-2 - +2
11 1

points from another element of (7.3) and associate the remain-

ing n;. +2 points with the nz1+2 values of AX1÷2 and so on for
1 IV.3
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the attributes A , .. A, , . This process is continued

until all the '- attributes have been associated with different

dimensional flatn of the geometry. In this process of associa-

tion, a partially deleted geometry with n n. points is
i--

obtained. From this partially deleted geometry all lines which

lie completely on any flat, which is associated with an attribute,

is deleted, Let us denote the partially deleted geometry bY

PDG(N, s, s -n,. The exact number of lines in PDG(N, s, s -n3

will depend on the s N-n points which have been deleted. As

this deletion can be done in many ways, the number of lines will

vary, but will be less than the expression given in equation (4.S).

N
If the lines of this PDC,(N, s, s -n) arc associated with

the buckets of a filing scheme and if the storing rule for the

accession numbers of the records are the same as before, then

the filing sche:ie will correspond to a MVFS 2 for a file whosc

stricture is given by (7.1). Thus, the following theorem is

established.

Theorem 7.2

There exists a HVFS 2 with parameters t 2, z 2-

"-zN where . 0 and Z attributes have values between"'÷N-Iwhr

N-i N-i-i
s and s 1, n1l, n2 . . . . . n. where n. 0 for i = 1, 2

and h s N-2 is ,(:iN-I,0,s) - s I (N-2,0,s)

* -N-2 s(i,O,sJ - s where s. [i/ 5 i-lJ and s is a power
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of a prime integer.

in mo-;t practical situations the stuctur. o•i a file iN not

stated as in 17.1) hut usually in the follci.in, formt:

* attributes with vI ,V.alue-c

attributes with v, values

(7. -

attributes with v values
M

where Z.'s and v.'s are non-negative integers. The problemI I

is then to find a pair of s and N, and apply theorem 7.2. for

simplicity, it is assumed that v 1 * v2  V . . Then

s and N are chosen with the following properties:

(i) s is a power of a prime integer.

(ii) There exist m pairs of integers CZ,, N), s2, N2), (53, N3,

S.. N )m, which satisfy the following conditions:

"s, s is the smallest integer which exceeds vIN2 sNN

s S N 2 and •N-N 2 is the smallest integer which exceeds v,

- S N3  and s -3  is the smallest integer which excebds v-

3 3

sNm . mz and sNNm is the smallest integer which exceeds vm

and Z, + s2 + s3 + "" + $m = s

and N. K N for i = 2, 3,..., m.
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Having chosen N and s as satisfying the above conditions,

it is easy to see that theorem 7.2 can be applied to construct

the MVI9 2 for the file structure given in (7.4).
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CALIBRATION C THE FILE ORGANIZATION EVALUATION MODEL (FOREM I)*

by

H. Ling
V. Y. Lum

M. E. Senko

Information Sciences Department
f•R Research Laboratory

San Jose, California

ABSTRACT: This section presents the results of the model runs versus actual
computer runs to illustrate the kind of acc-uracy attainable with the model's
equation evaluation approach. The average error for the most complex access
method tested (ISAN) under the conditions selected is well under ten percent.
Generally speaking, the difference between the actual file layout and that of
the model accounts for many of the errors.

For the file designer who dots not have the resources to run the full FOREM I
model, but who wishes to make a quantitative evaluation of a small number of
primary key access method designs, we have provided printouts of the relevant
FORTRAN subroutines.
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FORBI I (FSSNI) CALIBRATION

One of the major considerations with any model is its accuracy. This is a

particularly crucial consideration in the case of FOREM I which uses equations

with complex assumptions to evaluate the elapsed time for the primauiy key access

methods.

In calibrating and testing FOREM 1, we have selected the most complex access

method available - the I13N Indexed Sequential Access Method (ISA$1)- to determine

whether accurate equations can be written. The measured results were obtained

by John Barlow of SDD using a 360/Mod 50. Different processors will affect the

results in some cases. As the tables included in this chapter indicate, the

equation evaluation method can be quite accurate; the average error for all

experiments ig 8.3%. In some experiments, the actual file layout for the over-

flow area deviated from random; in these cases (which bear asterisks) the runs

are shorter than they should be. Removing these cases results in an average

deviation of 6.7%.

The results are extremely important for the area of file design because they

prove that accurate equations can indeed be written for complex access methiods.

This means that another avenue of estimating gross performance is open to the

file designer. Even if he does not have a compucerized model available, he can

still hand-calculate timings for typical queries by inserting his parameters into

the model equations. In order to make such calculations possible, we have included

in this section printouts of the FOREM' I FORTRAN access method subroutines.

TEST ENVIRONMENT

CPU - 360/MNod 50

1/O Device - 2314

Access Method - ISAM, master index in core, other indexes and overflow records

on same volome as prime records.

File Size - 100,000 records
Record Size -200 bytes, including 8 bytes key.
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Blocking -Full track in prime a-ea, unblocked in overflow area. (30 records!

prime track, 20 records/overflow track,)

Records Processed -5000

"Cpu Processing Tine 0

NOTATIONS USED IN TABLES

Loading - creation of file.

SR - sequential retrieval.

SSR -skip sequential retrieval.

RR - random retrieval.

HU random update.

RI random insertion.

SSI skip sequential insertion.

cyl Fcylinder overflow (overflow records in same cylindoer as prime records).

d -rindependent overflow (overflow records in different cylinders as

prime records).
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et evl Handling Overflow R e SUIt Measure I to1 r c,
(-,ecs.) (sec-,.) (percen~t)

Loading md 186. 9.1.

SR I cyl 0 10.9** 8.51 2'R 1

SR cyl 16.7 30.C '.

SRid 0 10g** .64 26. 1

SR id4 . -3 .

SR ind 16.7 82.1* 69.29.

SRcyl 0 423

SSR cyl S. I 419. 414. 12

S cyl 16.7 4 38 41. 90

SSR i 042 
- 13

SSR n167 63 *

Rk cyl 16.9081. 7-...5

[RH Cyd 081, . 744,

K~~ 
----- ---- - - - - - -

RR cin 0 781. 170 SjR in S. S .5.00



",i Otd of r f Ifw Percent- ,odeL I lcasurcd: Model
C L-tt r i o H~ricl I ing ~v e r f Iw R es 1!Re1ut I-roro

(se'ecs. (ees.) (percentI

Rt cv I 5v 9. 4.10

c RI, , 16.7 941. 999. 5.80

RU ind 0 900 5.13

i i'd S. 927. 941 . 1.49

RU I nd 16.7 1047. 1038 .87i t -__ 5 -- i,---.--5 5.28 -

RI cyl 0 1422. I I:512

R• ! 5. 1418. 1381 .. 67

P I _ cy 1 16.7 1446. 4 371. 8.6

ind 0 2458. 1937. 26.9

I n d• 5. 2493. 2005. 24.3

RI ind 16.7 2717. 22.'3. 21.1

SSI ' cyl 0 1054. 1077. 2.13

,-Icyl S. 1650. 1018. 3,14

Scyl 16.7 1078. 963. 11.9

SSI ind 0 1979. 1957, 1.12

S5I ind 5. 2027. i 1984. 2.17

SSI ind 16.7 2288. 2207. 3.67

*In order to have the model set-up and the real data set-up be as close

as possible, the 0 percent overflow actually has a very small number

of overflow records.

(cont.)
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**The discrepancy between model and measured resuits is mainly due to the

set-up of overflow records in the created data set. The everflo. rccord:
belonging to the same track, for example, are stored very close to each
other in the actual set-up. In the model, each pair of records is cnn-
sidered to he separated by half as many cylinders is there are overflow,
cylinders.

***The error in this case is due to the assumption that missing of revolutions

occurs when control is returned to CPU to set up the reading of the track

index and next data track. In the particular data set cho3en, no missing
occurs probably because there is a considerable amount of empty space at

the end of each data track.
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PILASE I I

A DATA MANAGEWIENT SYSTEM MODEL.

by

P. J. Owens

Information Sciences Department
IEM Research Laboratory
San Jose, California

ABSfRACT: The advent of modern data management systems has raised the need for
models of such systems, and for computer programs which embody these models for
simulation purposes. Typically, transactions on such systems result in complex
patterns of accesses to direct access storage devices. These access patterns
are depenldent on several characteristics of the data management system, among
which are:

(1) The contents of the data base;

(2) The organization and accessibility;

(3) The nature of the request.

Furthermore, once the sequence of requests is determined, the efficiency of the
system in satisfying these requests is most dependent (or potentially so) on the
hardware configuration itself. Hence, it is desirable to develop models which
reflect these dependencies. We think we have taken a step in that direction.
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I. INTRODUCTION

The advent of modern data management systems has raised the need for models of

such systems, and for computer programs which embody these models for simulation

purposes. Typically, transactions on such systems result in complex patterns of

accesses to direct access storage devices. These access patterns are denendent

on several characteristics of the data management system, among which are:

(1) The contents of the data base;

(2) The organization and accessibility;

(3) The nature of the request.

Furthermore, once the sequence of requests is determined, the efficiency of the

system in satisfying these requests is most dependent (or potentially- so) on the

hardware configuration itself. Hence, it is desirable to develop mndels which

reflect these dependencies. We think we have taken a step in that direction.

The purpose of this section is to describe PHASE II, a model of data management

systems which has been implemented as a set of computer programs. Some of the

ideas for PHASE I1 evolved from experiences related to the development of an

earlier model, FOREM 1, described in (1). The implementation of FORE' 1,

which used analytic techniques and was very fast, was found, on the other hand,

to be deficient in several respects:

(1) Some configurations of data, hardware, and access methods defied analysis;

(2) The introduction of a new parameter increased the complexity of the result-

ing analysis manyfold;

(3) The analytic programs were difficult to debug and verify;

(4) It was impossible to simulate simultaneous I/O operations.
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Therefore, we decided that a program more closely mirroring activity on computer

systems in general, and data management systems in particular, should be developed,

with the effect of sacrificing run time efficiency for flexibility, generality,

and ease of development, modification, and generalization. Insofar as the FOREN1 I

programs are valid, however, they can be adapted for use in the PHASE II system.

Progi n specifications and design are not stressed in this paper because they are

not complete or general and might tend to obscure the model itself. Specifications

of how to use the modeling programs and details of program design can be found in

section 6 (the Phase II User Guide).

II. OBJECTIVES OF THE MODELING EFFORT

The PHASE IT modeling program was designed with several objectives in mind:

(1) To provide a means whereby data bases with known characteristics and trans-

action sets and/or file activity profiles can be run against variations in

hardware configuration, physical arrangement of data on devices, data set

organization, and accessing strategy.

(2) To provide a means whereby general studies can be made for issuing guide-

lines and trade-off curves for data base and retrieval system design; to

search out relationships between the characteristics of a data management

systems environment; and to identify the most important characteristics of

a given subset of characteristics, that is, those to which the performance

of the system is most sensitive.

(3) To provide diagnosis of and possible improvements to existing systems by

examining resource utilization statistics for I/0 bottlenecks.

(4) To allow a modeler desiring to do (1), (2) or (3) to characterize a data

management system environment at the required level of detail for those

aspects of the system under scrutiny. The modeler will, in turn, be

furnished by the modeling programs with the required statistics for evalu-

ating the simulated system.
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I11. MODELING DATA MANAGEMENT SYSTEMS

It is useful to think about a model of a system in terms of two major aspects

of the model;

(A) The static model, which is a description of the logical and physical

configurations of the elements involved, and a stimulus to be applied to

the model.

(B) The dynamic model, which is a description of how the configuration changes

when a given stimulus is applied, and how long it takes.

These two submodels have direct analogues in the programs that implement the

model, tyrically assuming the form of program tables to implement the static

model, and executable program statements to implement the dynamic model.

For data management systems, the static model can be thought of as having four

major submodels:

(l) Logical description of the data;

(2) Hardware configuration;

(3) The mapping of the data base onto hardware devices;

(4) A description of the transaction to be performed.

The dynamic model has three major submodels:

(5) Identification of those data elements which need to be accessed to

complete the transaction;

(6) Locating those elements on the hardware devices;

(7) Accessing them in the desired order,
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"llere exist simple, general models of (1) and (2). however, (3) is difficult

to characterize at once succinctly and with generality; as many schemes for

providing a data-device map exist as there are data management systems. Now,

(4) depends on (1), (5) depends on (4), (6) depends on (5 and (3), and (7)

depends on (4).

Because of these complex interdependencies, and an inability to characterize

succinctly some of the submodels, two restrictions have been placed on the kind

of system to be described by the PHASE II model:

(1) The data must he describable in terms of a hierarchical structure;

(2) The data must be conventionally stored; that is, related fields are stored

together in "records," and all records of the same type are, in some sense,

stored together.

"These restrictions are somewhat vaguely stated here with the intent of conveying

the modest design objectives of the model. Their exact meaning is specified in

the sections to follow, which define the model in more precise detail.

A subset of this model may, of course, be used to model systems which do not "fit"

the PHASE I1 model, but at a level more primitive than that implied by the above

discussion. For example, if a transaction set for a system can be characterized

by a sequence of accesses to well-defined locations on the hardware devices, thus

bypassing the logical data description and data-device map, the above restric-

tions would not affect the applicability of this model to the system.

IV. 111E PHASE I1 HODEL

The PHASE II model allows one to characterize and simulate a data management system

with respect to eight aspects of such a system:

(1) Data field contents;

(2) Logical structure of the data;
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(3 j Physical organization of the data;

(4) Data selection criteria;

(5) Data accessing methods;

(6) Accessing strategy;

(7) Hardware;

(8) I/O supervisor,

In the following eight sections, we will discuss each of these aspects and indicate

how they are characterized.

1. Data Field Contents

A data field is usually thought of as an item of information about a particular

entity; for example, a person's name, a company's assets, etc. A data field's

contents can be characterized in the form of a density distribution of its

values over all occurrences of the field in the data base. Any given value that

the field can take on is assumed to be uniformly distributed throughout all

occurrences of the field. The one exception to this is for a "sort" field, in

which case the order in which the values are presented in the distribution is

the order in which they will appear in the data set (to be defined later) con-

taining the field.

Fields are assumed to be statistically independent of each other and of other

system parameters (except for sort fields), hence, data bases involving fields

with significant correlational effects will require careful treatment, perhaps

in some cases by lumping correlated fields together and treating them as a

single field.

2. Logical Structure of the Data

The logical structure of a data base imposes a relational structure on the fields
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of tihe data base, and can be thought of as a "user's vc iL-'" of the data base, :as

opposed to thlie "'.'st C111,. t %m- pro r:iTl1110nler " i ew"I o f th1e datita hit-; , e Su1ch a structture'

hlaii ill cX IteCie independent at .ny assoc iat ions of the data With :1 spec fii

data m:Lnaigement system used to store and access the itita . \s was stated

previously, we confine ourselves to hierairchical data structures described as

follows:

1iatai fields are organized into groups of related Fields, or ''segments. ' seg

ment may have sets of inferior segments related to it, thus inducing a segment

hierarchy, or tree structure, on the data.

For example, a personnel file may contain information having the structure

depicted in Figure 1. This structure consists of two hierarch-cal levels.

level G contains nonrepeating information about an employee, and level 1 contains

two types of segments with recurrent information; namely, a list of positions

Employee segment kNB -. A
(level 0 or master) .---- .... . . __ ___ ___-

eDATE TITLE' DEPT SALARY
dob history segments

(level 1) D ATE TTIT LE DELPT SALARY

DATE TITLE DEPT SALARY

Publications segments DATE PUBLICATION I TITLE

(level 1) DATE PUBLICATION TITLE J

DATE PUBLICATION TITLE

FIGURE 1

Hierarchical Data Structure
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the employee has hold with the company, and a list of his publications. The

latter two will, of course, occur different numbers of times for different

employees.

A general structure of this type will allow subordination to any level, and as

many different segment types at each level as the application requires. The

one restriction is that a strict tree structure must be maintained, that is, a

segment type may occur at only one level. A given instance of such a structure

(in this example, all the information about a particular employee) is called

a "logical record," and the collection of all such records (the personnel file)

is called a "logical file." The data base may contain several logical files.

3. Physical Organization of the Data

The physical organization of the data is a specification of how the logical files

are to be stored on physical devices, This logical-to-physical mapping is carried

out in three steps:

(a) Partitioning of logical records into "logical subrecords" to

form "data sets."

(b) Assignment of each data set to one or more "elementary files".

(c) Partitioning of elementary files into "extents" on hardware devices.

In the first step, each segment type (that is, all of its occurrences) is

assigned to a unique data set, which is defined as a collection of records

numbered from 1 to N. Figure 2 demonstrates such a partitioning for the

personnel file example cited in the previous section. The "employee segment"

and associated "job history: segments are a'ssigned to data set 1, on a one

record per employee basis, as illustrated in Figure 3. All "publication"

segments are assigned to data set 2 on a one record per publication basis.
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.t.I !.DATA SET RECORD 2
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FICURE 3

Atsignment of Logical Subrecords to Data Set Records
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Mhere are two restrictions on the way in which the above partitioning can be

carried out:

(1) If two segment types have been assigned to a data set, they must have

a common ancestor which is also assigned to the data set.

(2) If two segments which are lineally related are assigned to the same data

set, segment types occurring between them in the segment hierarchy must

also be assigned to that data set.

The serialization of the records of a data set constitutes an important inter-

face between the data accessing methods and the data accessing strategy in that

the record number is the primary means of referring to information for retrieval.

The serial number also provides the ordering which forms the basis for the

notion of sort'fieid.

At this point, we still are dealing with abstract, or logical entities, namely'

3ogical records, logical subrecords, cata sets, and records. A data set is

mapped onto physical devices by means of building blocks called "elementary

files." How many elementary files are needed to represent a data set, and what

their contents are, depends on how the data in that data set is to be accessed.

For instance, if the records of a data set are stored and accessed sequentially,

only one elementary file is required. On the other hand, if the records are

to be accessed "randomly" by means of indexes, the data itself, the indexes, and

other auxiliary files would each constitute an elementary file.

By definition, an elementary file is a collection of information recorded on

storage devices, with the following properties:

(1) It may reside on one or more devices of the same type (that is, having the

same physical characteristics), and occupy different numbers of cylinders

on each device.

(2) It occupies the same number of tracks on each cylinder, except possibly

the last cylinder occupied by the file,
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(3) 'hysical record format (that is, record size and blocking characteristics)

is the same throughout the file,

Fiach elementary file is, in turn, partitioned into "extents" and so mapped onto

physical devices. Each extent is characterized by naming the device on which

the extent resides, the first cylinder to be occupied, and the number of con-

secutive cylinders occupied.

The elementary file characterization is the main instrument used in locating a

given record of a data set (and auxiliary information, such as index records).

4. Data Selection Criteria

Data selection criteri.a are roughly equivalent to what are commonly referred to

as "queries," in the sense that a query usually specifies a set of characteris-

tics which a logical record (or subrecord) must satisfy in order for it to

qualify for retrieval or further action.

For example, (going back to the personnel file example) one may wish to retrieve

personnel records of all persons who have taken positions in Dept. 25 since 1965.

We shall assume that there are, on the average, three job history segments per

master segment, that 50% of them have dates later than 1965, and that 20% of

them have DEPT = 25. (The above information would be available from the field

and logical structure specifications.) Assuming field independence, 10% of

the job history segments fully qualify. Further assuming that the segments

that thus qualify are uniformly distributed throughout the file, the fraction

of people qualifying (that is, those with one or more qualifying job history

segments) is:

I - (fraction of records with no qualifying job history segments)

= 1- (probability that a job segment does not qualify) 3

3 = .= 1 - (1 - .10) = .27
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This kind of calculation can be extended to hierarchies of arbitrary depth and

complexity; however, the modeler shoul Id give car'eful consideration to the

assumptions involved.

A hierarchical model of a data structure introduces a semantic problem into the

query specification in that, to avoid ambiguity, a more complicated selection

specification is required than would be required for nonhierarchical data. [his

can best be demonstrated by an example.

Consider a hierarchy consisting of two segment types: superior segmdnt A and

inferior segment B. Each B segment has fields x and v. Such a hierarchy is

depicted in Figure 4.

A!

B x V

B x y

B x y

(a)

1 2

1 
2

(b)

ii 2

1 
3

, 3 2

FIGURE 4

A Logical Data Structure and Specific Instances
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Consider also specific instances of this structure (a), (b) and (c); alsa

depicted in Iig ire 4, arnd the following query:

"Iind ill segments A such that x = I and v = 2."

This query, as it stands, might have several interpretations, as supplied by the

follo%,ing appendages to the query:

(Ii "co-occurring in a subordinate segment h at least once."

(2) "anywhere, not necessarily co-occurring."

(3) "for all B segments inferior to A."

ut the specific instances (a), (b) and (c), the qualifying instances for the

three interpretations are:

1. (a) and (b)

2. (a), (b), and (c)

3. (a)

Therefore, it is clear that what is needed is a more poiherful characterization

of a query (or qualification specification) than can be supplied by a simple

Boolean expression, Such a characterization can take the form of a statement

with the following form:

"SEC qualifies by criterion LBL if it has QUANT related ELEMENTs

that satisfy QUAL"

where the capitalized elements are defined as follows:

LB. - an arbitrarily assigned qualification name or label
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SEG - name of a segment

ELEMENT - a field or segment. An element is "related" to SE; if it

is SEC itself, a descendent segment of SEC, an ancestor

segment of SEG, or a field in any of these segments.

QUANT - a quantifier on ELEMEN'

QUAL - a qualification criterion on ELEMENT. If ELEMENT is a field

mine, QUAL will specify a subset of the range of the field.

If ELEIENT is a segment name, QUAL will be a reference to a

qualification label of a qualification statement on that

segment, or some Boolean combination thereof.

L BL SECG Q UAT ELEMENT QUAL

Q B x =1

R B y

S A any x =1

T A any y -

U A any B Q and r

V A any A S and T

W A all B Q and R

FIGURE S

Resolution of the Ambiguity Problem

In Figure 5, queries (1), (2), and (3) have been expressed unambiguously by

qualification statements U, V, and N, respectively.

Following are some examples of how the statements in Figure 5 are interpreted:

Q: "A B segment qualifies by criterion Q if its x field equals 1.2

(the quantifier is not necessary, since each B segment has exactly

one x field.)
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U: "An A segment qualifies by criterion U if any of its B segments are

qualified by both criteria Q and H."

W: "An A segment qualifies by criterion W if all of its B segments are

qualified by both criteria Q and R."

A transaction set on a particular data base may consist of many thousands of

queries and updates. Such a set can be characterized by partitioning the

transactions into subsets of transactions whose form is the same within subsets,

but whose field value qualifiers change from transaction to transaction. Hence,

in addition to the form of the query, the modeler would need to supply for

each queried field a distribution from which field values to be queried on are

to be selected. This again makes certain assumptions about statistical inde-

pendence which may or may nor be well-founded In specific instances. Once the

characterization of the transaction sets is made, field values can be selected

at random from the distributions, the transaction so defined can be simulated,

and this process can be repeated as many times as is required by the modeler.

Each qualification statement defines a list of qualifying records of the data

set in which the qualified segment appears. How this list is used in character-

izing the accessing of records is described in the next two sections.

S. Data Accessing Methods

Once the modeler has defined the elementary files of a data set, he then needs

to specify how a given record is to be accessed in response to a request. That

is, he must specify the sequence of accesses to the elementary files of the

data set which ultimately result in the retrieval of a requested record. Of

course, this dynamic aspect of the retrieval process is intimately tied to the

meaning of the elementary files which constitute the data set; in fact, it

supplies t~o meaning.

Each data accessing method represents a different way of retrieving records from

data sets. Some of the more common techniques are:
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(1) Sequential access: This method consists of sequentially leafing through a

data set, record by record, until the requested record is reached. Sequential

access is very efficient if one wishes to access all the records of a data

set in the order in which they are stored. It allows anticipatory reading

and buffering, so that the req6c:tor may not have to wait for 1/0 to take

place before he can process the next record.

(2) Indexed access: This method involves first referencing an index, which

can give either the approximate location of the desired record, to which

the user must go and search sequentially until he finds it; or the location

of a lower level index, which, in turn, specifies either the above mentioned,

or another level of index.

(3) Direct access: This method allows the user to go directly to the record

desired in that the record is requested by location rather than by name.

Each of these methods has many variations, each of which can result in drastic

variations in operating characteristics; thus, it is almost impossible to

provide a brief characterization of an accessing method. It can, however, be

characterized by a computer program which simulates the operation of such a

method. Hopefully, the interfaces between such a program and the simulation

system environment with which it interacts can be straightforward and simple,

so that a modeler wishing to simulate his own accessing technique (and familiar

with the language in which the model is implemented) would need only a minimal

amount of instruction.

In the present model, programs are provided to simulate well known accessing

methods such as the IBM 0S/360 Sequential Access and Indexed Sequential Access

methods.

6. AccessingStrateg

Let us review the picture of the model that has been presented so far. We have

described the logical description of the data, and its physical realization in

the form of data sets. The data accessing methods provide us with a way of

accessing a single record from a data set. The qualification specifications
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supply us with lists of records which need to be accesc-,t to fulfill requests

fur information from the system. the final step is to provide a way of describ-

ing the order in which the record, on the lists are to be accessed; that is, a

description of the interrelation of data sets and data set accesses in ful-

filling a qulery. This description is analogous to the lower level description

ef an accessing method, which describes the interrelationships of the elementary

files of a data set in fulfilling a request for a single record of the data set.

In general, the accessing strategy specification allows the modeler to describe:

(1) Lists of records to be accessed from the data sets involved.

(2) The accessing method to be used in accessing a given set of records from

a data set.

(3) The order in which the accesses are to occur.

For example, a modeler may wish to read records 1, 3, 3, ... from sequential data

set A, records 200, 400, 600, ... from indexed data set B, and merge these

records onto sequential data set C. This example uses all of the abcve three

elements: the lists (1, 3, 5, .... and 200, 400. 600, .-... , the accessing,

methods (sequential and indexed), and the ordering (read from A, write to C,

read from B, write to C, ..

Three basic specifications are used to characterize such strategies (in the

form of a simple procedural language):

(1) The LIST specification, which defines a set of records to be accessed. Stun

a list can be a literal list of record numbers, a sequential or skip

sequential list, a random list taken from a given distribution, or a

random or sequential list of records which qualify on the basis of a

qualification specification. This last mentioned option provides the

only link between the qualification specification and the accessing strategy,

(2) The ACCESS OP specification, which identifies the accessing method to be

used, the data set to be accessed, and the record to be accessed. The
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last of these is obtained from a specified list, ana removed from the list,

so that on the next execution of the statement, the "next" record on the

list will be accessed from the data set.

(3) The SYNC specification, which allows one to specify a random interleaving

of operations on two or more data sets. Such a specification is necessary

to describe merge-type operations.

7. Hardware

A simple hardware configuration is assumed for the purposes of this model, as

depicted in Figure 6, namely: one CPU with one or more channels, each having

one or more control units, each of which has cne or more devices attached.

rhe modeler may, specify that a control unit is switchable between two or more

channels. In such a case, a control unit may be logically attached to at mos

one c:hannel at any given moment, and will remain attached to that channel until

the "current" request is satisfied.

The above summarizes the topology of the hardware elements. Each device (e.g.,

a disk drive, drum, etc.) in turn is characterized by assigning it to a device

class, all of which have the same physical characteristics; for example, all

2311 disk drives form a device class.

Direct access devices are characterized by such parameters as rotational period,

number of tracks per cylinder, cylinder access time (which may be a function of

two variable: current cylinder and sought cylinder), maximum record size, gap

factors, and so on.

8. Input/Output Supervisor

The function of the I/O supervisor is to accept requests, marshal them through

various queues, and see them through the completion. TIhis component of the

model (like the accessing methods) is characterized by a program, which, usually,

is called upon by an accessing method, and, in turn, interfaces with the hard-

ware in its current state.

VI-20



r j

ET-I

---- --------- -

i [i

[iiiC

0 iiii

___i_ __ __i_ I_

iiii2



The I/O supervisor is implemented as a very simple event-driven queueing model,

in which the stations are devices, channels, and the CPU, and the events are

begin and end seek, begin and end transmit, and begin and end CPU processing.

It essentially assumes all the functions of an operating system (other than dat:1

management); hence, the name is something of a misnomer. However. 1/o events

are assumed to be the predominant concern of this model.

Briefly (see Figure 7), an I/O request to the I/O supervisor is specified in the

form "request I/O from device NI, cylinder N2, track location Xl, transmit tine

X2, operation type X3 (read, wTite, etc.)." This request is placed on a seek

queue for the requested device, and when channel, control unit, and device are

free, the seek is initiated, thus tying up the device. At end-of-seek, the

request is placed in a transmit queue for the appropriate channel, and when

channel and control units are free, and the requested track position comes under

the head, transmission takes place. This operation ties up device, control unit,

and channel. Finally, the requesting program is signalled that its request

has been satisfied. The I/O supervisor maintains current hardware status (arm

position, channel busy, etc.) and advances the clock.

An accessing method may also issue a WAIT for a particular request, and it may

issue a PROCESS for a given time T, which is effectively a guarantee that the

program will issue no more requests during time T.

This model allows the modeler to simulate the effects of device and channel

separation on data sets simultaneously being accessed. If such detail is not

required, simpler I/O supervisor programs can be substituted, or in fact, it

may simply be ignored by accessing modules which- compute their own timing

characteristics.

V. CONCLUSION

We have attempted in this section to describe a model of a certain type of data

management system. The restrictions placed on the type of system which "fits"

the model are sufficiently severe to make the resulting model relatively simple

(that is, relative to a full-blown model), yet general enough to model a wide

range of possible systems.
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Furthermore, we believe that the design of model and programs will allow future

generalizations to areas not touched, and that the modeling effort will develop

ways of thinking about such systems which will lead to more general models.

Vi A NOTEF ON THE IP',1LL.M1ENTATION of. P•LASE I1

Presently, the model exists as a program at one of its specified levels of
"ccompletion." Elementsý of all the above described aspects have been included

at this point. The program consists of about 8,000 lines of FORf.RAN code, and

occupies a load module of 2-15K bytes, including tables.

The speed at which the modeling program operates is roughly proportional to

the number of accesses it is required to simulate, with a rule of thumb being

"500 microseconds (on the mod 91) per hardware access s0im lated. The output of

the model currently consists of timings of interest to the modeler. Future

levels of the model envision a statistics gathering capability which will (at

the user's option) gather information on wait times, queue lengths, hardware

activity, and so on.

VII. DOCUMENTATION AND DELIVERY OF THE PHASE It SYSTEM

The documentation for the Phase II system cons'sts of this section and section b

(the Phase II User Guide), The system itself will be delivered on a magnetic

tape containing six files whose contents are described in section 11 of the

User Guide. They contain, among other things, source and object m. ,les of thhe

system, and the User Guide. Accompanying the distribution tape is a computer

output listing which gives example OS/360 Job Control Language for installing

and maintaining the system. The JUL as distributed will probably need to be

modified somewhat to conform to installation conventions.
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1.0 INTRODUCTICN TO PHASE 11

THE PHASE I1 DATA MANAGEMENT SIMULATION SYSTEM IS AN ATTEMPT TOPROVIDE A SIMULATION MODEL OF COMPUTER SYSTEMS WHICH ARE DATABASF
ORIENTED, I/C BOUND, AND WHOSE SIGNIFICANT EVENTS OCCUR ON AMILLISECOND TIME SCALE. IT IS ORIENTED TOWARD DATABASES wHICH
REPRESENT HIERARCHICALLY ORGANIZED DATA STOREFD IN A MORE-OR-LESS
CONVENTIONAL FASHICN ON DIRECT ACCESS DEVICFS.

,E ASSUME A SINGLE-CPU CONFIGURATION WITH A SINGLE-TASKINGOPERATING SYSTEM IN A BATCH ENVIRONMENT.

BRIEFLY# PHASE II ALLOWS A USER TO SPECIFY A HARAWARF CONFIG-URATION, A DATABASE DESCRIPTION, A MAPPING OF THP DATA9ASF ONTOTHE HARDWARE DEVICES, A SET CF DATA QUALIFICATIEN CRITFRIA, ANDA PRUCEOURE FOR CARRYING OUT THE DATADASF TRANSACTIONS. CONCOM-ITANT FACILITIES, SUCH AS TABLES, DISTRIBUTIONS, ANI LISIS, ARE
ALSC PROVIDED.

THE PRINCIPAt OUTPUTS OF THE MODEL ARE TIMINGS [IF THF PROCESSFS
OF INTEREST TO THE MODELER. FUTUkF VERSIONS OF THE MODEL WILLALSC PROVIDE SUMMARIES OF VARIOUS CTHER STATISTICS TO FE GATHFREr'
BY THE MODEL, SUCH AS CHANNEL UTILIZATION, AVERAGF WAIT TIMES,
AND SC ON.

IT IS SUGGESTED THAT ONE NOT FAMILIAR WITH THE MODEL F!RST TURNHIS ATTENTION TO SECTICN 4, WHICH BY THE USý OF SIMPLE BUT
INCREASINGLY COMPLEX EXAMPLES CONVEYS THE FLAVOR [F TH1 MnnEL.THESE EXAMPLES SHOULD RE STUDIED IN CONJUNCTION WITH THE
APPROPRIATE TABLE DESCRIPTIONS IN SECTION 3, WHICH ALSO SUPPLY
DETAILED SPECIFICATIONS FOR REFERENCE PURPOSES.

A M(IRE COMPLETE TREATMENT OF THE MODEL ON WHICH PHASE II IS BASEDIS GIVEN IN "PHASE II - A DATA MANAGEMENT SYSTEM MODEL", tY THE
AUTHOR, AND IS A COMPANION DOCUMENT TC THIS OINE.

VII-4



2.C CCNTR(JL CARDS

A MODEL SPECIFICATION CUNSISTS OF "CONTROL CARDS" AND "INPUT TABLE
CARDS". THIS SFCT ICN DEFINES THE TYPES AND MEANINGS OF THE CONTROL
CARDS.

EACH CUNTROL CARC INDICATES TO THE SYSTEM A TYPE OF PROCESSING
TC 23E PERFORMED; FCR EXAMPLE, READ HARDWARE TABLES, EXECUTE PRO-
CEDUR~t AND) SdJ ON. iIN ANY RUN, ONLY ONE OCCURRENCE OF CONTRnL
CAkDS 1-11 MAY APPEAR, WITH THE EXCEPTION OF "PROCEDURE" AND
"IEXI:CLTE"I, wHJCti MAY OF RE-SPFCIFIED TO PERMIT EXECUTION OF
SEVERAL PROCEDURES IN UNF RUN.

INPUT TABLES MAY BE SPECIFIED IN ANY CROER.

CLJNTRGL CARDS HAVE THE FOLLOWING FORMAT:

CCL 1 15 20 25

*KE YAURD P N

KF.Y6RUJ SI'FCIFIFS THE TYPE OF PROCESSING.
WHEN KEYWGR-) SPECIFIES THAT A TARLE IS TG BE
REAC IN, P AND N ARF INTERPRETED AS FULLflWS:

P =HLANK - PRINT TABLE AS READ IN ON STANDARD
OUTPUT

=NUN-6LANK - 0O NOT PRINT

N FURTRAN LC'GICAL FILE FROM WHICH THE TABLE IS
TO BE READ. IF BLANK OR ZFRC, STANDARD INPUT
IS ASSUMED, IN "HICH CASE THE APPROPRIATE
INPUT TABLE CARDS IMMEDIATELY FOLLOW THE
CUNTRnL CARD IN THE !NPUT STREAM.

THE FULLDv.,IN CCNTROL CARDS ARE CEFINED:

1. *HARDWAPE

READ HAPCWARE CONFIGURATIONS AND PHYSICAL CHARACTERISTICS

?.*DEVICE CLASS

READ PARAMETERS DEFINING DEVICE CLASSES. FOUR DEVICE CLASSES
ARE BUILT INTO THE SYSTEMv AND MAY BE REFERRED) TO 4Y NAME:
2 314, 232 1, 311, 23C2.

3. *DATASETS

READ DATASET CONFIGURATIONS AND PARAMETERS

IVI! -



RFAD SFGHFNT CONFIGURATIUI\S AND PAPAMUTEHS

S. *QUALIFICATION

READ QULALIFICATIIN SPECIFICATIUNS

6. * Pk(CEfOUgF

REA PRCCELJURF

7. *LISTS

REAC LIST SPECIFICATIONS

8. *DISTRIBLTIONS

REAP, DISIkIBUTIGN SPECIFICATIUNS

9. *TAFLES

READ TAfbLE SPFCIFICATICJNS

1C. kFXFCUTE

EXECUTE PkOCFDURE. IF NO PRDCEDURE Klý IFFINED, TtlE PRCG(RAM WJILL

BRANCH TO SUB3ROUTINE I"ALTPRn, TO BE SLJPPLTFD -Jy THý USFR.

1.1. *EN

ENC OF PROCESSING

THE FOLL.OwING THREE CONTROL CARDlS ARE FORP USE AS iJEBUGGING AIDS,

dUT ARE INCLUDEC FOR THE SAKE OF COMPLFTENFSS:

12. *PRINT

PRINT EACH TABLE AFTER IT IS INPUT AND AFTER 1T IS lINTERPRFTFn.
SUCCEEDING CCCURRENCES OF THIS CARD WILL ALTERNATELY TERMINATE
AND RE-INITIATE SUCI' PRINTING.

13. *D3UM.P

DUMP EACH TABLE AFTER IT IS INPUT AND AFTFR IT IS li'ITFRPRETEI).
SUCCEEDING OCCURRENCES OF THIS CARU) WILL ALTERNATFLY TEHk4INATE
AND RE-INITIATE SUCIF DUMPING.

14. *TRACE

TRACE ROUTINES AS SPECIFIED t3Y A USER SUPPLIED "BLOCK DATA"

PROGRAM.
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5.0 INPUT TABLES

INPUT TABLE E-NTRIES HAVE THE FU)LLC~vING FORMAT:

CCL I1- 4 5 6 - 15 16 - 71 72
LABEL KEYwuRf PAR~AMETERkS CONTINUATION

WITH THF FOLLOWING CDNVENTIIONS:

L. PARAMETERS MAY PE SEPARATE') BY COMMAS AND/OR ONE OR MORE
HL ANK S

2. TnU CfiNSECUTIVF CCMMAS IŽND[CATF THE ABSENCE OF A PARAMFIER

3. A NUN-BiLANK IN CLL. ?2 MEANS THAT THE PARAMETER LIST CON-
TINUFS CN THE NEXT CARD

4. IF A CARD) ENDS WIH A COMMA, CCNTINUATION CN THE NEXT CARD
IS ASSUMED

5. CCMMAS M'LST NCT ~3E COOED FOR ASSENT TRAILING PARAMETFPS

6. THERE IS A LIMIT OF 119 CHARACTERS FOR A PARAMETFk LIST.
(A PARAMETER LE LENGTH N C14ARACTERS CCUNTS AS N41

CHARACTERS, ANT) IF THF PARAMETER LIST STARTS AFTER
CCLUMN 16, THE LEAEIN6 3LANKS ARE ALSC COUNTED)

1. THE LABEL MtLSI START IN COL. 1

8. THF KFYWr)fJR ;L~ST STAR~T IN OR AFTER COL. 6, AND) FNC IN ON
3EFCKt- CUL. 15

9. VALUES TU RiE INPUT MAY BE REAL, INTEGFR, OR ALPI-AMFRIC,
AS IMPLI(ED IeY THE MEANING OF THE PARAME7Eq.. THE FORMS
WHICH THESE VALUES MAY ASSUME ARE:

INTEGER A STRING OIF CONTIGUOUS DIGITS, WHICH. MAY BE

PREFIXED BY A MINUS SIGN

REAL LIKE INTEGER, E-XCEPT A OEC.IPAL PCINT MAY APPEAR

ALPHA A STRING OF NOT MORE THAN FOUR CONTIGUOUS
CHARACTERS. COM4ASq, PARENTHESES, DR BLANKS MAY
NOT APPEAR IN AN ALPHA PARAMETER.

THE FOLLChWING IS A DESCRIPTION OF INPUT CONVENTION'S AND DEF IN-
ITIONS OF INPUT PARAMETERS FOR ALL TABLES. EACH DESCRIPTION
CONTAINS A DISCUSSION OF THE iNPUT TABLE, FOLLOWED BY A
"PROTOTYPE" EXAMPLE OF THE T..BLE, FOLLOWED) BY DEFINITIONS
(IF THE PARAMETERS USED# AND THEIR DEFAULT VALUES. IF NO DEFAULT
VALUE IS SPECIFIED, THE DEFAULT IS BLANK FOR A NAME FIELD; ZF-qu
FCR A NUMERIC FIELG.
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MNDENTATION IS USEn IN THE KEYWORD FIELD AS A MATT'R OF STYLE
ONLY, TO CONVEY -BELCNGS TO" OR "SUBORDINATE TO" RELATIONSHIPS.
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3.1 HARnWARE

THE HARDWARE TABLES UESCRIBF THE NUMBER, TYPESP .•ND CCNFIG-
URATICNS OF THE HARnWARE ELEMENTS ICHANNELS, CONTQOL UNITS.
AND DEVICES) TO BE INCLUDED IN THE SYSTEM.

EACH CHANNEL IS LISTED AND, UNDEP THAT CHANNEL, FACH OF THE
CONTROL UNITS ATTACHED TO THE CHANNEL. SIMILARI Y, UNDER EACH
CONTROL UNIT APE LISTED THE DEVICES ATTACHED TO THE CONTROL
UNIT. A DEVICE IS CONSIDERED TO BE A SINGLE DRIVE; THAT IS.
A 2314 FACILITY WOULC CONSIST CF EIGHT DEVICES ATTACHFD TO
"CNE CONTROL UNIT.

CCNTRCL UNITS MAY LE SWITCHABLE BETWEEN CHANNELS. TO INDICATE
SuCH AN CPTIONt A CGNTROL UNIT MAY BE LISTED UNDER 'OF THAN
ONE CHANNEL. HOkEVEP, THE ATTACHED DEVICES MUST BE LISTED ONLY
ONCE.

CHANNELS AND UNITS NEEC NOT SE EXPLICITLY SPECIFIEO. IF THEY
ARF NOT, AN I4PLIE0 (NAMELESS) UNIT AND/OR CHANNEL WILL 8E
SUPPLIEL HY THE SYSTEM.

*HARDAkE
NAPE CHANNEL
NAME UNIT
NAME DEVICE TYPETRKP

UNIT

CHANNEL

"PARAMETEER DFFINITIONS

PARM DEF'INITION DEFAULT

NAME NAMF nF CHANNEL,.UAIT, OR DEVICE

TYPE DE.ICE TYPe. THERE 'ARF FOUR BUILT-IN TYPES:
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TRKP INITIAL POSITiON OF THF HEAD RELATIVE TO ZER9.
THI'S PROVIDES CIFFERENT RELATIVE ROTATIONAL.
PUSITIGNING ACROlSS ACCESS MECHANISMS.
O.<- TRKP<= I.
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3.2 UEVICE TYPE

A DtVICF TYPE IS A CCLLECTION OF PARAMETERS REPRESENTING THE
PHYSICAL CHARACTERISTICS OF A KIND OF OEVICF; FIJR EXAMPLE,

2311, 2321t 2314, ANP 2302 (INCIDENTALLY THFC FOUR ARE BUILT
INTO THE SYSTEM ANP NEED NOT BE SUPPLIED BY T;;r USER), EACH
DEVICE IN THE HARDWARE CESCRIPTION MUST ADOPT ITS CHARACTER-
ISTICS FROM CNE OF THE DEVICE TYPES.

IT IS ASSUMFo THAT THE CYLINOERS OF A DEVICE ARE NUMBERED
I - N, AND CAN BE CIVIOED INTO ACCFSS ZONES, FACH HAVING
THE SAME NUMhER OF (CONTIGUOUS) CYLINDERS. FURTfHRMOREt IT
IS ASSUMFO THAT THE ACCESS ZONES CAN BF SIMILARLY SUROIVIDED
INTO SUB-ACCESS ZONES. THIS ZONATION FORMS THE BASIS FOR
DESCRIBING DELAYS CUE TO ACCESS ARM POVFMENT HETWEFN CYLINDERS
Af THE OEVICE. THESE "ACCFSS TIMES" ARE A FUNCTION OF THE NUM-
BFR AND TYPES CF ZENE BOUNDARIES PASSFD OVFP, AND, FUR EACH
TYPE OF ZONE, CAN BF EXPRESSEn AS A STNGLE SCALAR VALUF OR A
TABLE CF VALUES. IF THE DEVICF HAS NO ZONATION (OTHER THAN
CYLINDERS), ONLY ONE SCALAP CR ONE TABLE NEED BE SPECIFIEn.

*DEVICE TYPE
NAME 0EVICE PER,TRKCNCYC,CATtTBtDRAY,TPC,

'JCV,KCV,VUC,

\CYA,CATA,TABA,NCYS, CATS, TA8S

ENr

PARAMETER CEFINITIONS

PARM DFFINITION DFFAULT

NAMF NAME OF CEVICF TYPE

PER ROTATIONAL PERIOD CF CEVICF IN MS.

TRKL TRACK CAPACITY - MAX SIZE (IN BYTES) RECORD THAT
CAN BE STCREC CN ONE TRACK

NCYL NC. CYLS. PER DEVICE

CAT BASIC CYLINDER ACCESS TIME IN MS* TB USED

Th 8ASIC LYLINOER ACCESS TIME TABLE CAT USED

CRAT CATA RATE IN BYTES/MS

VIT-li
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TPC NC. TRACKS PER CYLINDER

DOUV HARDWARE OVERHEAD FOP DATA - BYTES PER 3Lr)CK

KOV HARDWARE CVERHEAD FOR KEY - BYTES PER 3LUCK

VOC H4RCWARE OVERHEAD VARITALE - BYTES PFE tLOLK

NCYA NO. CYLINDERS PER ACCESS ZONE

LATA CYL. ACCESS TIME BETWEEN ACCESS Z1NFS (MS) TALA

TABA TABLE OF CATA CATA

NCYS NO. CYLINDERS PER SUB-ACCESS ZONE

CATS CYL. ACCESS TIME BETVEZN SUB-ACCESS LI]NES AUi
WITHIN ACCESS ZONES TABS

TABS TABLE OF CATS CATS

TB, TABA, TABS ARE TABLES IN WHICH

AkG= NC. OF CYLINDER, ACCESS ZONE, OR SLJMACCESS ZONE BOUND-
ARIES, RESPECTIVELY, TO BE PASSFD OVER OY THE ACCESS
MECHANISM.

VAL- TIME IN MS. FOR THE ACCESS MECHANISM TO PERFORM
THIS MANEUVER

USE OF A SCALAR ICAT,CATAtCATS) INSTEAD OF THE TABLE IMPLIES
THAT THE TIME TAKEN IS INDEPFNDENT OF THE NUMBER OF ROUNDARIES
CROSSEC.

THE NUMBER OF BLOCKS THAT CAN eE ACCOMMODATFE BY A TRACK IS
COMPUTED BY THE FOLLOWING FORMULA:

I + (TRKC - KOV - KL - BLOCKSIZEI/(BLOCKSIZE 4 DOV + KOJV
+ VOC * (OLOCKSIZE + KL))

WHERE KL*O IMPLIES KOV-O (KL = KEY LENGTH).
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"3.3 SEGMENTS

THL S.GMENT SPFCIFICATION IS THE MEANS BY WHICH TPF LOGICAL
OkG/iNIZATI•iN iF 1HE DATABASE IS DESCRIBED, AND BY WHICH THE
ASSIGNMFNT UF SEGMENTS TO GATASETS IS MAnE. IT IS ALSC THE
BASIS FIIR PHRASING QUALIFICATION SPECIFICATIONS.

A SrGMENT IS A CnLLECTION CF FIELOS CESCRIBING AN ENTITY. FOREXAMPLE, NAME, AGE, AND SE MAY BE USED TO DESCRIBE A PERSON.
L-IFFEkFNT KINCS OF ENTITIfS (FOR EXAMPLE, PEOPLE, ORGANIZ-
ATIONS, AND BOOKS) CAN BE PEPRESENTiED IN THE SAME SYSTFM, EACH
HAVING ITS OWN SEGMENT TYPE AND COLLECTION OF FIELDS.

A HIFRARCHICAL OR TREE DATA STRUCTURE IS ASSUMED; THAT IS, rACH
SFGMENT TYPE MAY HAVE fONE OR MORE f'YNFERI3R" SFGMFNT TYPES,
EACH ')F nHICH OCCURS A GIVEN NUMBER OF TIMES FOR EACH OCCUR-
RENCF CF ITS SUPERIOR SErMFNT.

EACH SEGMENT TYPE IS ASSOICIATED WITH A GIVEN OATASFT. THIS
ASSOCIATION MEANS THAT ALL OCCURRENCES OF THAT SEGMENT wILL BE
ASSIGNED TO (STORED IN) THE SPECIFIED DATASET.

THE "DATASET MASTER SEGMFNT" CF A SEGMENT IS THE HIGHEST
LEVEL SEGMENT SUPERIOR TO IT AND ON THE SAME DATASFT. ALL
SEGMENT TYPES ASSIGNED Tr A GIVEN DATASET MUST HAVE THE SAME
OAT'ASET MASTER TYPE.

A "DATASET" R(E.RD CONSISTS OF A DATASET MASTER SEGMENT
TOGEtHER WITH ALL SEGMENTS INFERIOR To IT THAT HAVE ALSO BEEN
ASSIGNEI) TO THAT CATASET.

A FIELD MAY BE A SORT F;ELD; THAT IS* FIELD VALUES FOR A SORT
FIELD WILL OCCUR IN THE DATASET IN THE ORDER IN WHICH THEY ARF
PRESENYEC IN THE DISTRIBUTION OF THE FIELD. THE VALUES
OF NON-SORT FIELOD ARE ASSUMED TO 5E
UNIFORMLY UISTRIRUTE.) THROUGHOUT THE OCCURRENCES OF THE FIELD.
A SORT FIELD MAY OCCUR CNLY IN A DATASET MASTER SEG-
MENT, AND EACH CATASET MAY HAVE AT MOST ONE SORT FIELD.

*SEGMENTS
NAME SEGMFNT SIZESUP,O§DiPSS
NAME FIELD SIZEDIST,TYPESIDS

SEGMENT

END

**** k*
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P•kAMET(K [EF lIlT ICI\S

FAkP GULFINITION nEFAULT

NAME NAME OF SEGMENT OR FIE0 . IT IS NOT NECESSARY TO LIST
TtE FIELP5 OF A SEGMENT IF THEY ARE NOT GERMANE TO THE
SPECIFICATION.

SIZE FIELD SIZE OR INITIAL SEGMENT SILI.
AFTER INPUTP FOR SEGMENT THIS 9FCOMES:
INITIAL SEGMENT SIZE + SUM r:F FIELD SIZES IN SFGMFNT

SUP SuPERIOR SEGMENT NAMF

OS DATASFT TO WHICH THE SEGMENT IS ASSIGNED

NPSS NUMBER OF THESE SECMENTS PER SUPERICR SEGMENT.
FUR A SEGMENT WITH NO SUPERIOR SFGMENT, THIS
WILL BE THE TCTAL NUK8FR OF THESE SEGMENTS (AND THE
NUMBER OF RECORDS CN THE DATASET).

01ST NAME OF THE DISTRIBUTION (IN THE CISTPIBUTIUN TABLE),
OF THE VALUES OF THIS rIELD.

TYPE FIELD TYPE
S = SORT FIELC
Si= SEL.LNDARr INUEX KtY f-itLU (NOT IMPLEMENTED)

SIDS NAME OF SECONCARY INDEX DATASET FOR THIS FIELD
(NrFT IPPLEMFNTED)
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1.4 CATASEfj

A DA1ASE1 IS A LOGICAL CULLECTION CF RECORDS NUMBERFO I-N, ANO
IS THE PRIMARY VEHICLE FOR PEFFRRING TO AND ACL.I"NIG DATA.
.ACH CATASET CONSISTS CF ONE 7R MORE fILFS. THE SALIENT FFATURE

GF A FILE IS TIHAT IT HAS THF SAME PHYSICAL RECORD FOKMAT
Th(CLUGflOUI; WHEREAS* FLR DIFFERFNT FILES BELONGING TO A
CAIASET, THIS MAY NCT iE TRUE.

I'-)AR XA'PLE, AN INDEXED rATASET MAY CONSIST OF A PRIME DATA
rlIE, AN INDEX FILF, ANC AN OVERFLOW FILE, ALL HAVING DIFFERENT
RECORD LF..GTHS AND PLGCKING FACTCRS.

A STRICTLY SEiýUENTIAL DATASET CONSISTS OF ONLY ONE FILE.
SUCH DAIASETS ARE CALLED "UNE-FILF" DATASETS.

A FILE IS SUB5IVIDEP INTOI "EXTENTS"o THIS ALLOWS A FILE TO iF

SCATTERED OVER SEVERAL DEVICES, OR TO OCCUPY NUN-CONTIGUOUS
AREAS CN THE SAM E CEVICE. AN EXTENT IS CHARACTERIZED BY ITS
O.VICE, FIRST CYLINDER, AND NUMBFR OF CYLINDERS.

MUST :F 1HE PARAMERIFS DESCRIBED HAVE DEFAULT VALUES. IN FACT,
FILE ANP EXTENT DF5CRIPTIONS WAY BE OMITTED ENTIRELY WHFR_ THE

OFFAULTS SUIT THF USER.

IF THE EXTFNTS SPECIFIEC BY THE MODELER wILL NCT CONTAIN
THE FILE, ACOITILNAL LXTENTS AILL HF PROVIDED FROM UNnCCUPIUF
DEVICES OF THE TYPE ON oHICH THE FILE IS TO OESIDE. SUCH
i!EFAULT-ASSIGNE,) IEVICES WILL bECOM]E UNAVAILABLE FOR SUBSEQUENT
DEFAULT ALLOCATI[N (EVEN THOUGH THE OCCUPYING FILE DES NOT

USE THE hh[OLE DEVICF).

A FILE MAY "SHARF" EXTENTS WITH ANOTHER FILE; THAT IS, IT MAY
OCCUPY TH- SAIF CYLINDERS AS ANCTI-HER FILE (BUT DIFFFRFNT
TRACKS).

FOR A PEFINITIC'N OF THE ACCESS 0EFTHOD DEFINED PARAMETFRS
FOR FACH ACCESS ;4FTHCD, SFF Sr'TIUN 7.

*0ATASETS
NAME DATASET TYPE,NREC,PSIZCEVT

PARAM ACCESS METHOD DEFINED PARAMETERS
NAME FILE TYPE,DEVT ,RPH.TPCALLTALL, TYPNBUF,

WVCH#EXTRPC ,KL
EXTENT DEV ,CYLvNCYt

FILE
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PARAMETER DEFINITIONS

PARM DEFINITION DEFAULT

NAME NAME OF CATASET OR FILE

TYPE FOP DATASET, ACZESS METI-CD TYPE. FOR A i)FSLRIPTI(JN s
OF THE ACCESS METHODS, SEE SECTICN 7.

FOR FILE# IOENTIFICATION OF FILE TYPE. ALL(OWALE FILE
TYPES DEPEND ON THE TYPE OF DATASET To WHICH THE FILE
BELONGS. THIS PARAMETER IS |GNr;REO IF ]HF DATASET IS A
ONE-FILE DATASET.

NRFC NO. Ok RECORDS CN CATASET. IF SFGMENTS ARE
ASSIGNED TO THIS DATASET, "NREC" IS TAKEN TO HF

THE NUMBER OF DATASET MASTER SEGMENTS. IF
NO SEGMENTS ARE ASSIGNED TO THE DATASFT, AND "NREC" IS
NCT SPECIFIED, IT oILL BE COMPUTED TO BE THF NUMBER OF
RECORDS THAT WILL PE ACCCMMOOATEn BY THE SPACE ALLOCATcO
TO THF DATASET, EITHER THROUGH THE "ALLT" AND "ALL"
PARAMETERS OF THE ASSOCIATED FILE, OR 3Y THE EYTENTS
PROVIDED BY TFE USER (ONE-FILL DATASETS ONLY).

RSIZ RECORD SIZE. THIS SIZE IS 4DOEB TC THE
CONTRIBUTION IN RECORD SIZE DUE TO SIZES OF

SEGMENTS (IF ANY) ASSIGNED TO THE CATASET.

DEVT DATASET DEFAULT DEVICE TYPE. A SPECIFICATION HERE WILL
CAUSE ALL FILES ASSOCIATED WITH THE DATASFT TO HE

ASSIGNED TO DEVICES OF THIS TYPE, IF THFY HAVE NOT BEEN
OTHERWISE ASSIGNED.

DEVICE TYPE Yr. WHICH THE FILE IS TO BE ASSIGNEn.
THIS PARAMETER MAY BE OMITTED IF ASSIGNMENT TO
SPECIFIC DEVICES IS MADE BY USE OF EXTENTS, OR
THIS FILE SHARES EXTENTS WITH ANOTHER rILE,

OR ASSIGNMENT TO THE NDEVT" SPECIFIED BY THE
DATASET IS DESIRED. A FILE MAY RESIDE ON fiNLY ONE
TYPE OF DEVICE.

RPB NC*. RECORDS PER BLOCK

TPC NC. TRACKS PER ALLOCATED CYLINDER TO BE ASSIGNED
TO THIS FILF. rEVICE TPC

VII-16
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.ALLT ALLLAIUIJN UNIT: REC
REC FOQ ALLOCATIOJN IN R-CORDS
TRK FCRp ALLUCATIUN IN TRACKS

CVI. FfAl ALLOCATION IN CYLINDERS

ALL NC. OF THE ABOVE UNITS TO BE ALLOCATFE.

DEFAULT; ENOUGH tu Ar.crmmoDATE "NRC" Rf:CriRDS,

3TYP dUFFERING TYPE FC'0 SEnII-NTIAL ACCESS.
.__t" = OL" = "LcCATF-, AS ;ESLR~iEO BY
OS/360 DATA MANAGEMENT.

I.BUF NO. OF HUFFFRS TO BE ASSIGNED WHEN IHIS FILE IS
CPENE0. BUFFER S17F IS DICTATED BY BLOCKSIlF.

hV "WV"l IV WRITF VFRTFICATION IS TO HE PERFORMED
FOR THIS FILE (NOT CURRENTLY IMPLFMENTFr)l

CH 'CH" IF CCMMAND CHAINING IS TO BF USED (NOT
CURPFNTLY IMPLEMENTFD)

EXT NAMf CF FILE WitH HICi- TI-IS FILE IS To SHARE
EXTENTS

RPC NO. OF RECORDS OF THIS DAIASET TO BE ASSIGNED PEP
ALLOCATED CYLINDER. DEFAULT: NO. OF RECORDS
THAT CAN BE ACCOPMCDATFD BY '"TPC" TRACKS.

KL KEY LENGTH

OEV NAME CF THE DEVICE THE EXTENT RESIDES ON

CYL CYLINDER OF THE 0FVICE ON WHICH THE EXTENT BEGINS

NCYL NUMBER CF CONTIGUOUS CYLINDERS IN THE EXTENT.
DEFAULT: NO. OF CYLINCERS ON OCCUPIEr DEVICE.
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3.5 QUALIFICATIONS

THE QUALIFICATICN SPECIFICATIONS ARE ROUGHLY EQUIVALENT TO
QUERIES ON THE DATABASE. EACH 0UALIFICATIUN UESCRIdES A
CRITERION WHICH A SECMENT MUqT MEET 114 QPDER TO QUALIFY, AND
RESULTS IN A LIST OF QUALIFI,, RECORnS UN THE ASSOCIATED
CATASET. THESE LISTS ARE MADE ACCESSIBLE TO THE PROCEDURE
THROUGH THE "So" AND "RQ" TYPE LISTS, UR THF "Q" MOI)IFIER
IN A PROCEDURE ACCESS OPERATION (SEE PRCCFDURF SPECIFICATION).

THERE ARE THREE TYPES OF QUALIFICATION SPECIFICATION: "FIELD",
"BOOLEANN, AND "SEGMENT".

IN THE FOLLOoINGt "FLO" REPRESENTS A FIELD NAME, "al" AND "02"
REPRESENT QUALIFICATION LAgELS, AND "SEC" REPAFSFJTS A SEGMENT
NAME.

EACH QUALIFICATION IS A QUALIFICATION ON A UNIQUF SEGMENT
TYPE9 AS FOLLOWS:

A FIELD QUALIFICATION IS ON THE SFGMFNT CONTAINING "FL'".

A BOOLEAN QUALIFICATION IS ON THE SEGMENT iUALIFIEO SY iolet

AND "Q2". WHICH MLST QUALIFY THE SAME SEGMFNT.

A SEGMENT QUALIFICATION IS ON THE SEGMENT NAMED BY "SEG".

IN TURN, A QUALIFYING SEGMENT QUALIFIES THE RECORD THAT IT
BELGNGS TO IN THE DATASET CONTAINING THAT RECORD. WHEN THE
QUALIFICATION TABLES ARE PRINTEC BY THE PROCEDURE, THREE
ADDITIONAL PARAMETERS, "LRQ", "HRQ", AND "NRQ" ARE ALSO
PRINTED FOR EACH QUALIFICATION. THESE REPRCSENT, RESDECTIVELY,
THE "LOW RECORD", "HIGH RECORD", AND "NUMBER OF RECnRDS"
CUALIFIED ON THE APPROPRIATE CATASET.

A QUALIFICATION IS INTERPRETED AS FOLLOWS BY TYPF (SEE THE
PROTOTYPE QUALIFICATIONS BELOW):

FIELD - A SEGMENT CONTAINING FIFLn "FLU" QUALIFIES
IF "FLO" BEARS RELATION "IRFL"I TO VALUE "VAL".

BOOLEAN - A SEGMENT QUALIFIES IF IT ALSO QUALIFIrS BY
"NQIN "RELl" "QZ".

SEGMENT - SEGMENT "SEG" QUALIFIES IF IT HAS "REL2" "N"
SEGMENTS THAT QUALIFY BY "Q3".

A FIELD QUALIFICATION ON A SORT FIELD RESULTS IN QUALIFICATION
OF A SUBSET OF THE RANGE OF RECORDS IN A DATASET. FURTHER
USE OF SUCH A QUALIFICATION BY A SEGMENT QUALIFICATION (WHERE
THE SEGMENT BEING QUALIFIED IS IN THE SAME DATASET AS THE GIVEN
FIELD) WILL RESULT IN DERIVATIVE QUALIFYING SUBSETS OF THE
SAME TYPE. SUCH A QUALIFICATION IS CALLED A "SORT QUALIFIC-
ATION", AND AN NOR" SEGMENT QUALIFICATION IS NOT PERMITTED IF
EITHER "01" OR "Q2" IS OF THIS TYPE*
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*QUALIFILAT IONS
NAME C;UAL FLCRELVAL (FIELD QUALIFICATION)
NAMF QUAL QlRELlt2. (BOOLEAN QUALIFICATION)
NAME QUAL SFGvIASQ3,PEL2,N (SEGMENT QUAL!FICATIflN)

FND

PARAMETFR CEF INtTIONS

PARk v DEF IN IT ION r)EFAULT

NAME NAME OF CuALIFICATION

FLO FIELr NAME

PFL RELATION: "ECI" FOR "EQUALS"

"LE" FC. "LESS THAN 0J9 EQUAL TO"
"GT" F13R "GREATER THAN"

VAL A VALUE CF THAT FIELD

.1twi NAMES OF ý,UALIFICAIIPNS. Gl,Q2 MUST BE )UALIFIC-
ATIONS JN TH-E SAME SEGIENT

RFLl "AhD" C14 "OR"

SE5, NAME CF A SEGMENT

HAS A LITERAL "HAS"

•3 NAME OF A QUALIFICATION. THE SES'ENT QUALIFIED BY
Q3 MUST BE LINEALLY RFLATE .TO "SEG"t THAT IS,
CKE vLST !E A . IRECT DESCENnANT CF THE C7HFR IN
T-E SErGMFNT HIERARCHY.

REL2 ECLE*,;T - SAME INTEPPRETATICN AS FOR REL GT
ALL - ALL SEGMENTS RELATED TO "SEG" MUST

CUALIFY BY 0'3"

N A NJON-NEGATIVE INTEGER
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3.6 PRCCELURE

THE PROCEDURE IS THE MEANS BY WHICH THE USEP INSTRUCTS THE
SYS'EM WHAT IS TO BE DONE WITH THF CONFIGURATItNS OF HAPDWAR1,
SOFTWARE, DATASETS AND QUERIES DESCRIRCD. IT ALSOn PRolVInFs
CERTAIN MUDEL CONTROL AND CE9UGCINC FACILITIES.

INTERPRFTATION AND DEFAULT VALUES OF PARAMFTFRS ARE
DEPENDENT ON THE PROCEDURE OPERATION TYPE.

*PROCEDURE
LBL OP M OeJ,LISTqSGCFGCTIMF

;NO

** ** ** ** * * **** ****** ** * **** * ** * *** ** ** * *** ** * * ** * * * * ** * ** * **** * * ** *

PARAMETER rEFINITICNS

PARM DEFINITION DEFAULT

LBL STATEMENT LABEL

OP OPERATION TO PE PERFORMED (COLS. 6-111)
MUST BE SEPARATED FRCM A MnDIFIER, IF PRESENT,
BY CNE OR MORE 6LANKS

M (MOD) MODIFIER, WHICH ALTERS THE MEANING OF THF
OTHER PARAMETERS FOR SCME OPERATICNS (COL 151.
JUST LEAVE BLANK TO OMIT; DO NOT COCE A COMMA.

4OBJ BJECT OF OPERATION

LIST LIST TO BE USED BY THE CPERATIO'J. IT MAY ADPEAR
AS A LITERAL LIST, IN THE FORM (XIX2,...vXN).

SGO LABEL TO GO TC IF OPERATION "SUCCEEVS" NEXT STMT

SFGO LABFL TC GO TO IF OPERATION "FAILS" NEXT STMT

TIME CPU TIME IN FS. TO BE ASSOCIATEO WITH THIS

OPERATION. IT IS APPLIED WMEN THE OPEFRATIDN
IS COMPLETE.

OPERATIONS WHICH MAY BE USED IN "OP" FIELd:

PRINT PRINT ON LOGICAL FILE "OBJ" (DEFAULT- STANDARD
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OUTPUT) THE TAdLES NAMED IN "LIST". ELEMENTS
OF THE L!ST CAN BE:

ALL PRINT AL. T ABLES
oI DISIRIBUTIONS
TK TABLES

DP DEVICE TYPES (OR PROTOTYPES)
HO HARDWARE CONFIGURATION AND PARAMETEPS
SG SEGMENT (LOGICAL STRUCTURE OF DATA)
PR PROCEDURF
LI LISTS
nS DATASFTS (PHYSICAL STRUCTURE (IF DATA)
QU QUALIFICATICNS
TI TIMERS
"IC 110 STAtUS

FCR SCME TABLES# SCME INTERNAL PARAMETERS ARE
PRINTED CUT TC PROVIDE ADCITIONAL INFORMATION
FOR THE MODELER. INTERNAL PARAMETERS ARE
DEFINED IN SECTION 10 UNDER THE APPROPRIATE
TABLE ENTRY.

OUMP DUMP (PRINT EXTERNAL AND INTERNAL PARAMETERS) ON
LOGICAl. FILE 1O0J" (DEFAULT= STANDARD OUTPUT) TABLES
NAMED IN ,LIST"I, HICH MAY INCLUDE ANY OF THE ABOVE,
PLUS:

DV DEVICES
CU CCNTROL UNITS
CW CHANNELS
LO LOGICAL DATA (SEGMENTS AND FIELDS)
FC FIELDS
PD PHYSICAL DATA IDATASETS, FILES# EXTENTS)
FL FILES
EX EXTENTS
UT UTILITIES IDISTRIBUTIONS, TABLES, LISTS)
BU BUFFERS
Q I/0 CUEUES

TRACE TRACE SUdROUTINES NAMED IN "LIST". A SUBROUTINE

IS IDENTIFIED BY A FOUR CHARACTER STRING CONSISTING
OF THE FIRST TWO AND THE LAST TWO CHARACTERS OF THE
SUBROUTINE NAME. THE TRACE WILL APPEAR ON THE
STANDARD OUTPUT. USE CF NEVNTH AS A SUBROUTINE NAME
WILL CAUSE TRACING OF ALL I/C EVENTS. USE OF "ALL"
WILL CAUSE ALL SUBROUTINES (AND I/0 EVENTS) TO BE
TRACEC. SEE SECTION 9.3 FOR A LIST OF ALL
SUBROLTINES IN THE SYSTEM, AND THEIR FUNCTIONS.
ASSEMBLER LANGUAGE ROUTINES ARE NOT TRACEABLE.

NOTRACE SUSPEND TRACING CF THE SUBROUTINES NAMED IN NLIST"

STRACE AFTER EVERY 24 PROCEDURE STATEMENTS EXECUTED, PRINT
THE 24 STATEMENT NUMBERS ON LOGICAL FILE "OBJ"
(DEFALLT= STANDARD OUTPUTI
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ERROR IF AN ERROR OCCURS DURING EXECUTIUN, TRANSFER Tn
THE LABEL NAMED BY NOBJ". IF AN ERROR OCCURS AND
NC "ERROR" STATEMENT hAS dEEN "EXECUTEU, THE LAST
"ERROR" STATEMENT IN THE PROCEOURF WILL PRESCRIBE
THE ACTICh TO BE TAKEN.
IF "OBJ" IS BLANK, THE STATEMENT FOLLOWING THE fRROk
STATEMENT IS ASSUMED.

RESTORE RESTORE THE SYSTEM TO TIME=O

TIME SET TIMER "OBJ" TC ZERC

PTIME PRINT TIMER "OBJ" (MS. EF ELAPSED SIAULATED
TIME SINCE IT WAS LAST SET).
ALL TIMERS ARE AU19PATICALLY SET TC ZERO AT
PROCEDURE INITIATION, AND RY "RESTORE".

END END CF PRCCEDURE. THIS DELIMIT% PROCEDURE STATEMENTS,
AND WHEN TRANSFERRED TC, WILL END PROCEDURE
EXECUTIUN.

(BLANK) NC OPERATION, BUT HONOR "SGD" AND "TIMF"
PARAMETERS

INIT RE-INITIALIZE LIST "OBJ", AND/OR EAC14 LIST IN "LIST"
TO ITS STATE AT PROCEDURE INITIATION.

SYNC "SYNCHRONIZE" THE OPERATIONS NAMED AT THE LABELS IN
THE LIST. THAT IS, A TRANSFER TO ONE OF THE SPECIFIEn
LABELS CAN RESULT IN A TRANSFER TO ANY ONE OF THE
LABELS. THE PROBABILITY THAT A GIVEN LABEL wILL BE
TRANSFERRED TO IS PROPORTIONAL TO THE CURRENT LENGTH
OF THE LIST NAMEC BY THE LIST ARGUMENT AT TI-AT PRO-
CEDURE LABEL.

"OBJ" SPECIFIES THE LABEL TO BE BRANCHED TO WHEN ALL
THE LISTS ARE EMPTY.

THIS OPERATION PROVIDES PARALLEL OPERATICKS ON
DATASETS WHEN THFRE IS NO FIXED PATTEPN OF ACCESSES$
FOR EXAMPLE, IN MERGE CPERATICNS.

"SYNC" IS A PROCEDURE CONTROL OPERATION. ITS
EXECUTION HAS NO IMMEDIATE AFFECT FXCEPT TO INnICATE
TO THE SYSTEM THAT THE SPECIFIED STATEMENTS ARE TO
OPERATE IN "SYNC" MOOF.

READS READ CR WRITE (USING SEQUENTIAL PROCESSING) A RECORD
WRITS OF THE DATASFT NAMED BY "OBJ"o THE RECORD TO BF

ACCESSED IS DEFINED BY THE NEXT NUMBER ON THE SPFC-
IFIED LIST, SUCCESSIVE ACCESSES WILL BE MADE TO THE
I)ATASET (STARTING AT RECORD I iF THE nATASET IS NOT
OPEN) UNTIL THE RF(uUIRE0 RECORD IS ACCFSSEDt OP AN
END-nF-DA7A INDICATION IS RETURNED*
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THE RECORD NUMBER TC BE ACCESSED IS REMOVED FROM THE
LIST.

Tý,E OPERATION SUCCEFOS IF THE REQUIRE[) RECORD CAN BE
ACCFSSED, ANC TRANSFER IS MAOE TO THE "SGC" LABEL.

IT-E OPERATIflN FAILS IF THF LIST IS EMPTY, OR END-OF-
DATA IS REACHED ON THE DATASET.

DEFAULT FCR "LTST" IS A SEQUENTIAL LIST 1#2,...,NREC
WHFRF NREC IS THE NUMBER OF RECORDS IN THE DATASET

IF MOO= "F", THE DATASET IS TAKEN TO RE THE DATASET
ON mHICH THE FIELD NAMED BY "OBJ" RESIDES.

IF MOO= "V'", THE DATASET IS TAKEN TO BF THE DATASET
UN WHICH TlE SEGMENT QUALIFIED BY THE QUALIFICATION
NAMED IN "OBJ" RESIDES. THE LIST WILL RF INFERRED TO
BE A RANDOM/SEQUENTIAL ARRANGEMENT IF THE RECORDS
OF THE DATASET QUALIFIED BY THE NAMED QUALIFICATION,
AND THE LIST PARAMETER SHOULD NCT APPEAR EXPLICITLY.

THE "F" AND "C" MrDUIFIERS MAY BF USED WITH ANY OPFR-
ATIr)N WHOSE OHJECT IS A DATASET.

READR PEAC CR WRITE (USING RANDOM PROCESSING) A RECORD
iRITR OF THE DATASET NAMED BY "ORJ". THE RECORD TO RE

ACCESSEP IS DEFINEO BY THE NEXT NUMBER ON THE SPEC-
IFIED LIST.

THE RECORD NUMBEP TC BE ACCESSEU IS REMOVED FROM THE
LIST, AND THE OPERATION FAILS WHEN TN LIST IS EMPTY.

DEFAULT FCR "LIST" IS A RANOCP LIST CF NRFC INTEGERS I
CN THE INTERVAL (IINRECI.

MUD HAS THF SAME INTERPRETATICN AS FOR RFADS, EXCEPT
THAT FOR MOD=I'Q", THE INFERRED LIST WILL BE A
STRICTLY RANDOM LIST INSTEAD OF A RANDOM SECUFNTIAL
LIST.

:EADD READ CR WkITE (USING DIRECT PROCESSING) A RECORD OF
WRITE THE DATASET NAMED BY -OBJ". THE PARAMETERS ARE

INTERPRETED AS THEY ARE FOR READR ANC WRITR.

AAIT SUSPEND PROCESSING UNTIL COMPLETION CF THE FIRST
DIRECT I/O REQUEST ON DATASFT "OBJ" FGR WHICH A
"WAIT" HAS NOT BEEN ISSUED.

UPDATE UPDATE THE LAST RECORD READ FROM DATASET NOBJO

OPEN OPEN DATASET "IOBJ" WITH THE PARAMETERS GIVEN IN THE
LIST. THESE PARAMETERS ARE ISTATUSNBUF#RTYPtCH*WVI,
WHERE:
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STATUS= R FOR READ SEQUENTIAL
W FflR WRITE SECUFNTIAL
X FOR RANOCM PROCESSING

THE REMAINING PAPAMETERS ARE AS DEFINED IN THE
VATASET INPUT PAPAMETER DESCRIPTION.

CLOSE CLCSE DATASET "OBJ"
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L7 LIS TS

THE LIST FACILITY PHOVIDLS A MEANS OF DEFINING LISTS FOR USF BY
THF PROCEDURE SPECIFICATION. THESE PRIMAPILY WILL HE LISTS OF
RECORD NUMBERS Tn BE ACCESSED FRCM DATASETS IN THE SYSTEM. THE
USER CAP. SUPPLY LISTS wHOSE CONTENTS ARF EXPLICITLY nESCRIBFD,
CR HE MAY SPrCIFY THAT A LIST IS TO BE DERIVEI) FROM A QUALIF-
ICATICN SPECIFICATION.

*LtSTS
NAME LIST TYPEqPC,SIZLLCHSDIST

SVAL IVAL2,...,VAL20
VAL21,VAL22,...,VAL4O

... ,VALN
LIST

PARAMETER DEFINITIONS

PARM DEFINITICN DEFAULT

NAPE LIST NAME

TYPF LIST TYPE:
LL = LITERAL LIST. LIST VALUES IVALI,...,VALN) ARE

TO BE LISTED ON SUCCFEDING CARDS.
SL - SEQUENTIAL
RL = RANDOM
RS = RANDOM/SFQUENTIAL (SOPTED RANDOMI
S. a RANOOMISEQUENTIAL BASED ON QUALIFICATION
PC = RANOCM BASED ON QUALIFICATION

mQ MODE OP LIST* CR QUALIFICATION NAME I-OR SQ. RQ TYPE
LISTS. MODF CAN BE:

I INTEGER
R REAL
A ALPI-AMERICt ELEMENTS AT MOST FOUR CHARACTERS EACH

FOR SQs RQ TYPE, MQ CAN BE ANY QUALIFICATION NAME.

SIZE SIZE CF LIST

VI I-2S



LO FUR SLt FIRST ELEMENT OF LIST
FOR RL, RS, LOWER BCUINI FOR ELFEMENTS CF LIST

HS FOR SL, SKIP FACTOR
FOR Rl, RS, UPPER ýCUIOD Fn"R ELEMENTS .i LIST

LIST FOR RLo CISTItlUTION FROM wHTCH .LEM.•TS ARF TO
BE TAKEN. DEFAULT z UNIFORM DISTRIRUTION ON (ILOHS)

VALI VALUEC OF LITERAL LIST# '0 PFR CAkD, ExCEpT PDSSl81y
THE LAST

VALN
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3.8 TABLES

THE TABLE FACILITY PRCVIDES A TABLF-LOCK-UP CAPABILITY. TABLFS
CAN HAVE ARGUMPNTS AND VALUES WHICH ARF INTEGER, REAL, OR
ALPHAMERIC (AT MUST FOUR CHARACTERS)t AND MAY REPRESENT EITHER
STEP-FUNCTIONS, OR FUNCTICNS REQLIRIN6 INTERPOLATION WHEN A
VALUE IS NEEDED CCPRESPONIING TO AN ARGUMENT NOT EXPLILITlY
LISTED.

IN THE CASE OF A STEP-FUNCT11N AN (ARGVALI PAIR MEANS THAT ANY
ARGUMENT GRFATER THAN OR EQUAL TO ARG AND LESS THAN THE NEXT
ARG IN THL TAHLE HAS VALLE 'VAL".

AN INTERPOLATION TAdLE MAY NOT HAVE ALPHAMERIC ARG'S IJ VALOS.

*TABLES
KAMF TABLE TYPE#ARGTVALT

ARGVAL (ONF PAIR PER CARD)

TABLE

END

PARAMETER DEFINITIONS

PARF DEFINITION DEFAULT
- ----------------------- ------------------------------------

NAME KAML CF TABLE

TYPE S= STEP FUNCTICN
I= INTERPCLATE (LINEAR)

ARGT ARGUMENT TYPE:
I- INTEGER
Rc REAL
A- ALPHAMERIC

VALT VALUE TYPE (AS FCR ARGT)

ARG ARGUMENT

VAL VALUE ASSOCIATED WITH THE ARGUMENT
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3.9 DISTRIBUTIUNS,

THE DISTRIBUTION FACILITY ALLCkS THE USER Tn SPECIFY DISTRIB-
UTIONS, CHIEFLY FOR DESCRIBING THE DISTRIUIJTION OF THE VALUFS
OF A FIELD, AND DISTRIBUTIONS OF RECORD NUUBERS TO Oe ACCESSED
FkCM DATASETS.

*DISTRIBUTIONS
NAME CISr IYPEMODE

ARG#VAL (ONE PAIR PER CARD)

DIST

END

************,*************.**************.**** *************************

PARAMETER DEFINITIONS

PARM DEFINITION OEFAULT

NAME NAME OF DISTRIeUTION

TYPE C= CONTINUOUS FOR REAL DISTRIBUTION
= INTERPCLATE FOR INTEGER DISTRIBUTIONS

0= DISCRETE FUR ME'AL DISTRIBUTIONS
= NO-INTERPOLATE FOP INTEGER DIStRIlUTIONS

MODE RANDOM VARIABLE TYPE:
I= INTEGER
R= REAL
As ALPHAMERIC

ARG DISTRIBUTION ARGUMENT

VAL DISTRIBUTION VALUE

RULES:

L. IF TYPEwCt ARGOS MUST RE STRICTLY INCREASING
2, IF MODEmAt TYPE MUST BE 0.
3. IF LAST VAL= 1., DISTRIBUTION IS ASSUMED TO BE

IN CUMULATIVE FORM. AFTER INPUT# ALL DISTRII-
UTIONS WILL BE STORED IN CUMULATIVE FORM.

4, IF TYPEwCt FIRST VAL MUST BE 0.
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3,10 TAtLE SUMMARY

FOLLOWING IS A SUMMARY Of SPECIFIABLE INPUT TABLES AND THEIR
INPUT PARAMETENS.

*HARDWARF
NAME CHANNEL
NAME UNIT
NAME DEVICE TYPF,TRKP

UNIT

CHANNEL

END

*DEVICE TYPF
NAME DEVICE PERTRKCNCYC,CATTB,DRAT,TPC,

DDVKCVVOC,
NCYACATATAEA,NCYSCATS.TABS

END

*SEGMENTS
NAME SFGMENT SILESUPCSNPSS
NAME FIELD SIZEDISTTYPESIDS

SEGMENT

4 E C

END*
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*DA TA SETS
NAME CATASET TYPE,NRECRSIZ,DEVT

PARAM ACCESS METHOD DEFINED PARAMETERS
NAME FILE TYPEDEVT,RPR,TPCALLtALL,BTYPNBUF.

WVCH#EXT ,RPC ,KL
EXTENT DEV,CYL,NCYL

FILE

DATASET

END

*QUAL IF ICAT IONS
NAPE QUAL FLORELfoVAL PIdFLC (QUALIFICATICNI
NAME QUAL C19REL1,02 (RUJCLIAN Q)UALIFICATION)
*.APE QUAL SEGHASQI,RFL2,N (SEGMENT QUALIFICATICNJ

E4N

*PROCEDURE
LSL OP M OEJLISTSGO-rGL',TIME

END

*LISTS
NAME LIST TYPEMQSIZELCHS,OIST

VALI.VAL2,*.. .VALZO
VALZIVAL2Z,...,VALAO

,VALN
LIST
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END

*IABLES
NAME TABLE TYPEARCTVALT

ARGVAL (ONE PAIR PIEQ CARD)

TABLE

CND

*0 ISYRIBUT IONS
NAME 0IST TYPEMODE

ARGVAL (ONE PAIR PER CARD)

E "o

DII-I
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4.0 EXAMPLE PCDEL SPECIFICATIONS

THE FOLLOWING PAGES CONTAIN SCME SAMPLE PROGRAMS, OUTPUTS, AND
EXPLANATOR3Y MATERIAL. EACI' EXAMPLE CONSISTS OF A DESCRIPTION
OF THE SYSTEM AND PROCESS TO BE MODELLEC, NOTES ON THE SPEC-
IFICATION AND OUTPUT OF THF MODEL, AND THE ACTUAL MODEL
SPECIFICATICNS AND RESULTS. THE SAMPLE PROGRAMS WERE RUN ON
THE IBM RESEARCH 360/91 COMPUTER AT SAN JOSE, CALIFCONIA, THE
SIMULATEO TIMINGS ARE NCT INTENDED TO REFLECT ACCURATELY ACTUAL
TIMINGS OBTAINABLE UNDER REAL CONDITIONS. THE MODEL IS STILL
IN ITS EXPFRIMENTAL STAGES9 AND CURRENTLY PROVIDFS ONLY A
FUNCTIONAL CAPABILITY FOR USERS TO AUGMENT AND CALIRRATE TO
THEIR OWN SATISFACTION.
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4.1 READ A SEQUENTIAL DATASET OCCUPYING A WHOLE 2314 OISKPACK# AND
FORMATTED CNE RECORD PER BLOCK, ONE BLOCK PER TRACK, TIME THE
PRCCESS,

NOTES:

1. THE HARCOkARE CONSISTS OF ONE 2314 DEVICE lI. E. INE DRIVE,
NOT THE kHULE FACILITY) ON AN IMPLIEC CONTROL UNIT CONNECTFD
TU AN IMPLIEt) CHANNEL.

2. THERE IS ONE DATASET "DOS"t WHICH IS SEQUENTIALLY ORGANIZEDt
("S"), AND HAS 4000 RECORDS OF 7294 CHARACTERS FACH. IT IS
TO RESIDE ON 2314 DEVICES (IN THIS CASE IT WILL JUST FIT fN
ONE 2314 OISKPACK).

THE PROCEDURE SPECIFIES:

3. PRINT THE CATASET PARAMETERS. NOTE THAT A DATASET CONSISTS OF
"FILES"t WHICH IN TURN CONSIST OF "EXTENTS". IN THIS CASEt
"DS" CCNSISTS OF ONE FILE, WHICH CONSISTS OF ONE EXTENT, EN-
CCMPASSING A WHOLE 2314 DISKPACK.

4. READ A RECORD FROM "OS". THE SECOND PARAMETER SPECIFIES A
LIST OF RECORDS TO BE READ FROM THE DATASET. AS EACH RECORD
IS READ, IT IS REMOVED FRCM THE LIST. THE SECOND, OR "LIST"
PARAMETER HAS BEEN OMITTED IN THIS CASE, IMPLYING THAT A LIST
CONSISTING OF ALL THE RECORDS OF THE FILE IS TO BE ASSUMED BY
DEFAULT. THE THIRD PARAMETER "RN, SPECIFIES THAT IF THE RECORD
IS SUCCESSFULLY READ If. E. AS LONG AS )HE LIST IS NOT EMPTY
AND AN END-OF-DATA IS NOT REACHED ON -OS"), THE NEXT STEP OF
THE PRCCFOURF TO BE EXECUTED IS THE ONE LABELLED "R". WHEN
"READS" FAILS, EXECUTION PROCEEDS WITH THE NEXT STEP OF THE
PROCEDURE.

THIS STATEMENT WILL, IN EFFECT, CAUSE THE WHOLE DATASET TO BE
READ SEQUENTIALLY.

5. PRINT TIMING STAT!STICS. "SIMULATED TIME" IS THE AMOUNT OF
TIME THE PROCESS hOULD TAKE AS COMPUTED BY THE SIMULATION.
"REAL TIME" IS CPU TIME USED BY THE SIMULATION PROGRAMS*
"REDUCTION" IS THE RATIO OF THE FCRMER TO THE LATTER.

6o AT PROCEDURE TERMINATIONt A PROCEDURE STATEMENT TRACE IS
PRINTED OUT. IT IS A LIST OF THE STATEMENT NUMBERS OF THE
LAST 24 PROCEDURE STATEMENTS EXECUTED.
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4,.2 DEFINE A PERSONNEL FILEt STORFD IN SFQUENTIAL FOPM (N A 2314
DISKPACK. READ THE DATASET.

KCTES:

1. THE PERSONNEL FILE IS ORGANIZED AS FOLLUwS:
EACH EMPLOYEE HAS A MASTER SEGMENT CONTAININ; HIS NAME, AGE,
AND EMPLOYEE NO. INO). THESE FIELDS HAVE 20, 2, ANn 10
CHARACTERS, RESP. THFRE ARE 1200 OF THUSE MASTER SfGMENTS
ITHAT IS, 1000 EMPLOYEES)# AND EACH SEGMENT HAS AN AroITIONAL
10 BYTES NOT ASSIGNED TC FIELDS. ASSOCIATEn WITH EACH MASTEH
SEGMENT IS A LIST OF JOBS (JOB SEGMFNT) AND A LIST OF THE
EMPLCYEEfS CHILDREN (CHLO SEGMENT). EACH JOB SEGMENT HAS A
JOB TITLF ITITL) FIELD AND A SALARY (SAL) FIELD, AND EACH
CHILD SEGMENT HAS A NAME, AGE, AND SEX FIFLD. THERF IS AN
AVERAGE OF 3 JOB SEGMENTS PER MASTFR SEGMENT, AND 2 CHILD
SEGMENTS PER MASTER SEGMENT.

2. ALL SEGMENTS HAVE BEEN ASSIGNED TC CATASET "0s", HENCE ALL THE
INFORMATION ABOUT AN EMPLOYEE WILL BE STORED IN A SINGLF
RECORD OF THAT DATASET, WHICH IS A SEQUENTIAL DATASET RESIDING
ON A 231' CEVICE.

THE PRCCEDURE SPECIFIES:

3. PRINT THE SEGMENT AND DATASET TABLES, NOTF THAT EACH SEGMFNT
IS LISTED TOGETHER WITH ITS FIELDS, AND THAT TOTAL SEGMENT
SIZES HAVE BEEN COMPUTED. FURTHERMORE, WHEN THE DATASET PAR-
AMETERS ARE PRINTED OUT, TOTAL (AVERAGEJ RECOR! SIZE HAS BEEN
CCMPUTED FROM THE SEGMENT SIZES (42+3*20O2*26=154). NOTF ALSO
FROM THE EXTENT TABLE THAT "DS" REQUIRES T6O CYLINDERS OF 2314
STORAGE.

4. READ THE WHOLE OATASET, PRINT TIMING STATISTICS.
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4.3 SPECIFY Twr INCEXFD-SfQUENTtAL DATASETS, ONE wITH CYLINDER-
EMBEDOED UVERFL~h, THE CTHER kITH OVERFLOW ON A SEPARATE DFVICF.
READ 10CC RANDCw RECCPOS FROM EACH DAFASET AND TIMF.

NGTFS:

1. THE HARDWARE CCNSISTS OF SEVEN 2314 DISKS ON ONE CHANNEL.

?. ToUJ DAIASETS "CS1,t AND "0S2" ARE SPECIFIED. THEY FACH HAVE
112200 SO-CHARbCTER AFCIIRFS, AND ARE TO RESIDE ON 7314
DEVICES.

TtiF ACCESS-METPIO]-RELATED PARAOFTERS SPECIFY:

(1) THE PRIYE DATA AREA IS GCCUPIED TO 1.1 TIMES ITS CAPACITY;
THAT IS, THE PRIME ARFA IS FULL, AND AN FQUTVALENT nF 10%
CF THE PKIME RECORDS IS STORED IN OVERFLOW. THIS MEANS
THAT (F THE TOTAL NUMEER OF RECORDS IN THE DATASET
411220C), ICZCCC ARE STORED ON PRIME TRACKS, AND 10200
ARE STORED CN OVERFLCW TRACKS.

(2) MASTER INDEXES ARE TC RE CREATED WHEN LOWER LEVEL
INDEXES CCCUPY MORF THAN TWC TRACKS.

31) !)ISTRIBUTICN "CLO" IS SPECIFIED AS THE DISTRIBUTION OF
THE JVERFLCA CHAIN LENGTHS. IT SPECIFIES THAT 602 OF THE
TRACKS THAT HAVE OVERFLOW RECORDS HAVE ONLY ONE, 30% HAVE
TWO, AND ICI HAVE TI-REE.

3. "DSI" HAS NC FILES EXPLICITLY SPECIFIED, SO ITS PRIME IPR),
TRACK INCEX (TI), CVERFLCw tnF), CYLINDER INDEX (CI) AN)
MASTER IKDEXES (MIl, R12t M131, IF NEEDED, WILL BF SPECIFIED
BY DEFAULT, ANO %ILL RESIDE ON 2114 DEVICES. "PR", "TIT" AND
"UF" FILES •ILL SHARE CYLINDERS, AND RECORD LENGTHS FOR THE
INDEX FILES hILL BE 10 eYTES. KEY LENGTH HAS NCT HEEN SPECI-
FIED ON THF "PARAM" CAR0, SO IT IS TAKEN BY QEFAULT TO BE 10
I3YTES.

4. "U52" CIFFFRS FRUM "DSP' IN THAT A SPFCIFIC ASSIGNMFNT OF THE
CVERFLCw FILE HAS eFEN MACE TC DEVICE "DEVS", THUS PROVIDING
A SEPARATE CVEQFLCW AREA.

o :5. A LIST CALLF "LIST" IS PROVIflEC FOR USE BY THE PROCEDURE. IT
IS SPECIFIED TV OE A RANDOM LIST OF 1000 INTEGER VALUES, TO
lHE CHCSEN FROM THr RANGE 1-112200 (THF RANGE OF RECORD NUMBERS
CK "DS1$1 ANC "0S2"),

THE PROCEDURE SPECIFIES:

6. PRINT THE DATASET PARAMETERS. NOTE THE DEFAULT SPECIFICATIONS
FCR PRIVEt CYLINDER INDEX, TRACK INDEX AND IFCR "0SI") OVER-

FLLW FILES THAT HAVE BEEN SUPPLIED BY THE SYSTEM.

7. RESET A TIMFO TC ZERO.
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R. USING RANDOM ACtESSING, RFAD FROM "DSP' THE RECORDS SPECIFIED
03Y LIST "LIST". PRINT TIMING STATISTICS.

9. INITIALIZE "LIST TO ITS ORIGINAL STATE AS DEFINED IN THE

LIST SPECIFICATION.

10. RESTORE THE SYSTEP TC TIME 0.

11. READ FROM 0DS2m ANC TIME. NnTE THAT TilE TIME TO READ FROM
"0S2" IS NOT SIGNIFICANTLY DIFFERENT FROM THE TIME TAKEN TO
READ FRCM "Sio". THE EXTRA TIME NEEDED FOR "CS2" TC PERFORM
OVERFLOW SEEKS |ITS OVERFLOW RFCORDS ARE SPREAD RANDOMLY OVER
TkELVE CYLINDERSI IS CFFSET BY THE FACT THAT THE PRIME RFCCRIS
OF "nS2" ARE SPREAC OVER ONLY 179 CYLINDERS, AS OPPOSED TO 200
FOR NDSI".
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4.4 CONSTRUCT TVO SEQUENTIAL CATASETS THAT SHARF CYLINDERS ON A 2314
DEVICE. CCNSIRUCT TWO MORE DATASETS WITH THE SAMF CHARACTERISTICS
BUT OCCUPYING SEPARATE EXTENTS CF A 2314 DEVICE. MERGE THE FIRST
TwO DATASFTS, TIME. THEN MERGE THE SECOND TWO DATASETS AND TIME.

NOTES:

1. THREE 2314 DISK DRIVES IN TwC CHANNELS ARE SPECIFIED.

2. "DSI" IS SPECIFIED AS A SEQUENTIAL DAIASET WITH FULL-TRACK
(7294 BYTES) RECORDS TO BE STORED ON 2314 DEVICES. ITS ASSOC-
IATED FILE# "FLI" IS ALLCCATED ACROSS 200 CYLINDERS, OCCUJPYING
15 TRACKS CN EACH CYLINnER. THE NUMBER CF RFCFRDS CF "CSI"
IS NCT SPECIFIE0, BUT IS TC RE INFFRRED FROM THE AMGUNT O•F
SPACE ALLOCATEC.

3. "0S2" IS ANOTHER SEQUENTIAL LATASET. ITS ASSOCIATED FILE
SHARES EXTENTS WITH "FLI"t CCCUPYING FIVE TRACKS PER
CYLINDER.

4. NDS3"0 AND "DOS4 ARE CATASETS SIMILAR TO "DSP" AND "S2",
OIFFERING ENLY IN THAT INSTEAD OF SHARING CYLINDFRS ACROSS A
DEVICE, THEY OCCUPY FULL CYLINDERS IN SFPARATF EXTENTS ON THE
SAME DEVICE.

b. "DS5" IS AN OUTPUT CATASET FCA tHF MERGE CPERATIINS.

THE PROCEDURE SPECIFIES:

6. PRINT DATASET PARAMETERS. NCTE THAT THE NUMBER OF RECORDS IN
EACH DATASET HAS BEEN CCMPUTED FROM FILE AND EXTFNT PARAM-
ETERS.

7. "SYNCHRONIZE" OPERATIONS'AT LABELS "ROT" AND "RD2" IN THE
SENSE THAT A TRANSFER TC "RDI" OR "RD2" WILL RESULT IN AN
"INDETERMINATE TRANSFER" TO ONE OF THE LABELS, ON THE HASIS
THAT THE LISTS SPECIFIED AT THE TWO LABELS SHCULO BE EXHAUSTEO
AT APPROXIMATELY THE SAMF TIME. THIS, IN EFFECT, SIMULATES
MERGE-TYPE OPERATIONS BY INTERLEAVING READS UN "DSP' AND

"052", BUT IN A RANDOM FASHION. THE SPECIFICATION 'ENnt"
INDICATES THAT WHEN BOTH LISTS ARE EMPTY, CCNTROL TRANSFERS
TC LABEL "ENDI".

*. THE "READS"* "READS", *WRITS" SEQUENCE SPECIFIES A SEQUENTIAL
READ FROM "DSI" OR "0S2", FOLLOWED BY A SEQUENTIAL WRITE TO
"0S5". THIS SEQUENCE IS REPEATED UNTIL "OS1" AND "DS2" HAVE
BEEN READ IN THEIR ENTIRETY.

9. PRINT TIMING STATISTICS, RESTORE THE SYSTEM TO TIME 0., AND
REPEAT WITH DAIASETS "DS3" AND NDS4".

10. NOTE THAT THE SECOND ODERATION TAKES CONSIDERABLY LONGER THAN
THE FIRST& AS EXPECTED, SINCE A SIGNIFICANT AMOUNT OF ARM
MOVEMENT TAKES PLACE WHEN MOVING BETWEEN "DS3" AND OCS4".
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4.5 DEFINE A HIERARCHItALLY STRLCTURED DATABASe; ASSIGN IT Tf THRFE
DATASETS, TWO SEqUENTIAL AND ONE INDEX-SEQUENTIAL (NO OVERFLOW).
DEFINE A SET OF QUALIFICATIONS, AND ACCESS THE DATASETS BASED ON
THESE QUALIFICATICNS.

NETES:

I. THE SEGMENT HIERARCHY AND ASSIGNMENT TO DATASETS IS GRAPH-
ICALLY OFSCRIBED Ih FIGURE 4.5.1

* *

* DATASET DSI * **********a**S* SL* * •7*

SS2S * * $S9** a. * a * * *

* •.• . 9 * * DATASFT DS3 *
* . . . * * ,

* S4 Ss S6*

* CATASET DS2 *

FIGURE 4i5.i

2. SCME CF THE SEGMENTS HAVE FIELDS ASSIGNED TO THEM WMOSE
VALUES* IN TURht ARE CHARACTERIZED BY DISTRIBUTIONS; FOR
EXAMPLEs FIELD "4*." IS CHARACTERIZED BY DISTRIBUTION "A2t
WHICH SPECIFIES THAT ThE FIELC CONTAINS ONE OF TWO VALUFS:
"P81,t WHICH CCCURS qO% CF THE TIME, AND "82" WHICH OCCURS 101
OF THE TIPE. NOTE THAT UNLIKE "A21, THE OTHER DISTRIBUTIONS
HAVE BEEN SPECIFIED IN CUMULATIVE FORM, A USER OPTION.

FIELDS n2.1" AND "7.1" ARE "SORT* FIELDS. NOTE THAT EACH OF
THESE. FIELCS IS IN THE HIGHEST LEVEL SEGMENT OF ITS DATASET.
THE RECORDS OF DATASETS "DS2" AND "DS3" WILL BE ORDERED ON
THESE FIELDS.

3. THF QUALIFICATION SPFCIFICATICh ILLUSTRATES THE THREE TYPES OF
QUALIFICATION STATEMENT:

"QI" (A FIELD CUALIFICATION) STATES THAT AN HS2" SEGMENT QUAL-
IFIES BY "01" IF FIELD "4*.1 HAS VALUE "52".
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,03", (A eOCLEAN QUALIFICATION) STATES THAT AN wS2" SEGMENT
QLALIFIES BY 11301 IF IT QUALIFIES BOTH BY "01" ANO NC2w.

"O'S" IA SEGMENT QUALIFICATION) STATES THAT AN "SI" SEGMENT
QUALIFIES IF IT HAS EXACTLY ONE IwEQvlJ "S2% SEGMENT SUBDRD-
INAr( TO IT THAT QUALIFIES BY 001".

4. FOR ILLUSTRAtIVE PURPOSFS ITHEY ARE NOT USED), TWO LISTS BASED
01 QUALIFICAtICN ARE SPECIFIED. "LIS" IS TO AE A SEQUENTIAL
LIST BASED ON QUALIFICATION "Cl"; THAT ISt THf LIST ELEMENTS
ARE RECURD NUMBERS OF RECnRDS QUALIFIED BY -QI-, AND ARE
ARRANGEr IN SORT ORDER. "LIR" DIFFERS FROM %LIS" IN THAT THE
kECORD NUMBERS ARE ARRANGEC IN RANDCM ORDER.

THE PROCEDURE SPECIFIES%

5. PkINT THE SEGMENT TABLES

6. PKINT THE CATASET TABLES. NOTE THAT "DSI", "OS2"t ANC "0S3"
HAVE 1000009 3COOOC, ANC 10000 RECORDS, RESPECTIVELY9 WHICH
ARE THE NUMBER OF SEGMENTS "Slv NS2"W AND "S?*, RESPECTIVELY.
(EACH OF THESE SEGMENTS IS THE HIGHEST LEVEL SEGMENT ON ITS
nATA SET). NOTE ALSO THAT DEFAULT "PARAM" PARAMETERS f-PPF-,
"NMI","lKL", AND "CLD",) HAVE BEEN SUPPLIED FOR INDEX-SEQUENTIAL
DATASET "DS2". AS A RESULT, "OS2" CONSISTS ONLY OF PRIME,
TRACK INDEX9 AND CYLINDER INDEX FILES.

7. PRINT QUALIFICATION TABLES. IN ADDITION TO THE INPUT INFORM-
ATION, THESE TABLES ALSC SUPPLY SCME RESULTING QUALIFICATION
INFORMATION: "LRC" WHICH IS THE "LOW RECORD QUALIFYINGN, "HRQ"
WHICH IS THE "*HIGH RECORD CUALIFYING", AND "NRQ" WHICH IS THE
NUMBER OF RECORLS QUALIFYING rN THE INTERVAL I"LRQ","HRQ"l.

"QI" IS A FIELC QLALIFICATION ON FIELD 04.1"9 WHICH IS IN
SEGMENT "S4" WHICH RESIDES ON OATASET "0S2" - HENCE "Qi"
CUALIFIES 5T7CC RECCRDS ON "DSZ" RANCCMLY CCCURRING OVER THE
%HOLE nATASET. THIS NUMBER IS ARRIVED AT AS FOLLOWS:

FIELD "4.1" EQUALS "82" 102 CF THE TIME, HENCE 10 OF THE
"S4" SEGMENTS CUALIFY. A RECORD OF NOS20 IS PRESUMED 1O QUAL-
IFY dY "QI" IF IT HAS AT LEAST ONE "S40 SEG4ENT THAT QUALI-
FIES. SINCE THERE ARE ThO "S4" SEGMENTS PER RECORD OF wDS20v
THE PROAA[ILITY THAT A RECCRO OF NOS2" DOES NOT QUALIFY 1St

(1 - .IC)**2

AND THE PROBABILITY THAT IT DOES IS:

I - I1 - .10)*02 U.19

HENCE THERE AkE 1.191*(300000 * 57000 RECORDS OF "OS?" THAT
QUALIFY BY 6C"*.
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""02"t "931o AND "0." ARE ALSO QUALIFICATIONS ON "DS2". "0S" IS
A QUALIFICATION ON 0OSI"t AND "96"t "Q7T, AND "GO" ARE QUAL-
IFICATIONS ON ODS3". THE LATTER THREE INVOLVE A SORT FIELD,
HENCE QUALIFY CNLY OVER A SUBSET OF THE WHOLE DATASET RECOR0
RAN6Eo

"Q64" AND "GS" ARE NOT USED eY THE PROCEDURE, BUT ARE INCLUDED
TO ILLUSTRATE THE NOR* BOOLEAN AND SEGMENT QUALIFICATIONS,
RESPECTIVELY.

8. PRINT LIST TABLES, NOTE THE ENTRIES FOR "LtS" AND "LIR". EACH
CONSISTS OF 57000 INIEGERS BETWEEN I AND 3000C0v WHICH IS THF
SET OF RLCORD NUMBERS QUALIFIED BY "NQL. "LIS" IS A SEQUENTIAL
LIST (OSQ01 AND OLIRN IS A RANDOM LIST ("Rg")

LIST "W/lw"IS IN NEMBEDnEDN LIST; THAT ISs IT WAS EMBFDDED iN
PROCEDURE STATEMENT 1.

LISTS "/12" AND N//3u REPRESENT LISTS IMPLIED MY PROCEDURE
STATEMENTS LABELLED XN" AND NYM, RESPECTIVELY. LIST "1/2" IS
A SECUENTIAL LIST, SINCE TFE OPERATION AT "X" IS A -READS"
(READ SEQUENTIAL)# AND IS BASED ON QUALIFICATION "Q08" AS
SPECIFIED BY THE MODIFIER AND OBJECT AT "X". SIMILARLYt "//3"
IS A RANDOP LIST BASED ON QUALIFICATION 003".

9. SET A TIMER TO ZERO* READ (USING SEQUENTIAL ACCESS) THE
RECORDS QUALIFIED BY 00B"t AND PRINT TIMING STATISTICS. REPEAT
FOR QUALIFICATION "03"t USING RANDOM ACCESS (ISAM).

10. NOTE THAT 5500 PROCEDURE STATEMENTS HAVE BEEN EXECUTED, THIS
NUMBER CAN BE BROKEN DOWN AS FOLLOWS:

2992+2500 TO READ QUALIFIED RECORDS
2 -READS- AND "READOR" WHICH FAILED IDUE TO END-OF-

LIST)
6 CTHER PROCEDURE STATEMENTS (INCLUDING "END")

11. NOTE THAT THE "READS" TOOK AN AMOUNT OF TIME NEEDEn TO READ
114 TRACKS OF 2314 STORAGE (2965 = 25*114 APPROX) WHICH
ACCOUNTS FOR REACING FROM THE BEGINNING OF DATASET "0S3" DOWN
TO RECORD 5000.
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5.0 ERRCR CONCITIONS

EACH ERROR THAT CAN BY OFTECTEC BY P1-ASF If HAS A UNIOUF ERROR
CODE ASSIGNED TO IT, AND FALLS INTO ONE OF SEVEN ERROR CLASSES.
EACH ERROR CLASS IS ASSCCIATCO WITH A TYPE OF ERROR, AND DETFRMINES
NHAT WILL BE THE DISPOSITION CF THE ERROR CCNCITION. THE CLASSES
ARE:

CLASS 0 - WARNING - CCNTINUE PROCESSING

CLASS I - ERROR DURING PROCFDURE EXECUTION - GO TO ERROR LABEL
IN PROCEDURE, IF PCSSIBLE. CTHFRWISE, DUMP ALl.
TABLES AND FLUSI- DCWN TU NFXT CONTROL CARD.

CLASS 2 - ERROR DETECTED IN INPUT - FLUSH DOWN TO NEXT CCNTRnL
CARD, DELETE EXECUTION OF THE PROCEDURE

CLASS 3 - ERROR DETECTED DURING INTERPRETATION OF TABLES -
CONTINUE, BUT DELETE EXECUTION OF THE PROCEDURE

CLASS 4 - SYSTEM ERRCR - DUMP ALL TABLES, FLUSP DOWN TO NFXT

CONTROL CARD - DELETE EXECUTION OF THE PROCEDURF

CLASS 5 - CATASTRCPHIC ERROR - ABEND

CLASS 6 - MILD ERRCR IN INPUT - CONTINUF, DFLETE FXECUTION
OF THE PROCECURE

THE FOLLCWING IS A LIST AND DESCRIPTION OF ALL ERRORS DETECTABLE
BY THE SYSTEM:

COCE DESCRIPTION CLASS ROUTINE

I ATTEMPT TO REOPEN AN ALREADY OPEN FILE I OPEN

2 ATTEMPT TO OPEN TOO MANY FILES AT ONCE I OPEN

3 ATTEMPT TO CLOSE A FILE THAT IS NOT OPEN I CLOSE

4 ATTEMPT TC CLCSE A FILE WHICH HAS I/O REQUESTS
PENDING THAT ARE NOT KNOWN TO THE SYSTEM 1 CLOSE

5 ATTEMPT TO OPEN SECUENTIAL FILE WITH BUFFER TYPE
OTHER THAN lMlv 'Ll OR BLANK. I OPEN

6 NOT ENOLGH DEVICES OF A REQUIRED TYPE TO SATISFY ALL

SPACE REQUESTS 3 ALLOC

7 DEVICE REFERRED TO BY FILE OCES NOT EXIST 3 ALLOC

a FILES SHARE CYLINCERSv BUT THEIR REQUIREMENTS DO NOT
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MATCH 3 ALLOC

9 REQUESTED RECORD NOT IN FILE I LOCATE

10 NO DEVICE CLASS ASSIGNED TO FILE I IFL

it FILE REFERRED TO BY FILE hITH WHICH IT SHARES
EXTENTS DOES NOT EXIST 3 IFL

12 CEVICE ASSIGNEC TO FILE DOES NOT EXIST 3 IFL

13 DEVICE CLASS ASSIGNED TO FILE DCES NOT EXIST I IVL

14 UNACCEPTABLE LIST INPUT: 2 RLI
(I1 LIST TABLE FLLL
121 LITERAL LIST CONTENTS TABLE FULL
(3) LITERAL LIST CONTENTS KEYWORD NOT BLANK
(4) INCCRRECT KEYhORO

15 ATTEMPT TO USE AN ILLEGALLY SPECIFIEC LIST I G'T

16 SAME I IGFT

17 A REAL OR ALPHAMERIC LIST HAS BEEN SPECIFIED - AN
INTEGER LIST IS REQUIRECD OR VICE-VERSA I ICET

(F T

18 LIST TYPE INCORRECTLY SPECIFIED 0 IL!

19 LIST INCORRECTLY SPECIFIED: 0 ILI
(1) ALPHAMERIC LIST HAS BEEN SPECIFIED AS

SEQUENTIAL
12) RANDOM/SEQUEKTIAL LIST hAS BEEN SPECIFIED AS

REAL OR ALPHAMERIC
13) RANOOt/SEQUENTIAL LIST HAS BEEN SPECIFIED WITH

MORE ENTRIES THAN ITS INTERVAL PROVIDES

20 LIST TABLE FULL 6 CREATL

21 ATTEMPT TO DEFINE TOC MANY CREATED LISTS 6 CREATL

22 ATTEMPT TO "PLT" INTO LIST WITH ILLEGAL MODE 4 PUT

23 CUT OF LITERAL LIST ENTRY SPACE 2 PUT

24 DISTRIBUTION SPECIFIED FOR RANDOM LIST DOES NUT
EXIST 0 ILI

25 NrN-UNIFORM DISTIRIeUTICN SPECIFIED FOR RANDCM/SF-
QUENTIAL LIST 0 ILl

26 ILLEGAL "PLT" - LIST ALREADY CREATEC 4 PUT

27 ATTEMPT TO READ BEYOND FND-OF-DATA I READS
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28 ATTEMPT TO WRITE TOC MANY RECCRUS TC FILE I WRITS

29 ILLEGAL 1/0 RECUESI: I
11) READ ON FILE CPENED FOR WRITE READS
(21 WRITE ON FILE CPENED FOR REAC WRITS
(3) UPDATE CN CLCSED FILF# OR ONE NCT OPEN FnR READ

IN LOCATE MODE 1 UPDATS

30 INPUT LINE EXCEEDS 130 CHARACTERS 2 INTERP

31 MASTER HAS ILLEGAL TYPE FIELC 4 INTFRP

32 ILLEGAL CHARACTER IN INPUT FIELD, OR ALPHAMERIC

FIELD EXCEEDS FOUR CHARACTERS 6 IN~TFRP

33 PROCEDLRE HAS TOO MANY STEPS 2 RPR

34 UNRECOGNIZED OPERATION IN PRCCEDURE 0 RPR

35 TOC MANY UNRECOGNIZED OPERATIONS IN PROCEDURE -
APPARENTLY WHAT IS BEING READ IS NOT A PROCEFDURE ? RPR

36 INPUT/UUTPUT QUEUE TABLE OVERFLOW - TCC MANY
PENDING I/O REQUESTS WITHOUT INTERVFNING wAITS. I AC

37 PENDING I/O REQUEST IN BUFFER NOT RFCCGNIZFD
BY SYSTEM 4 RESET

3R ERRCR IN DISTRIBUTION INPUT: 2 RDI
(1) TOG MANY DISTRIBUTIONS SPECIFIED
(2) TOO MANY ENTRIES IN DISTKIBUTION CONTENTS TABLE
(3) INCORRECT KEYWORD

39 DISTRIBUTION INCORREC T LY SPECIFIED: 0 ROI
(1| MODE NOT At R, OR I
(2) TYPE NOT 0 OR C
13) FIRST VALUE CF CONTINUCUS DISTRIBUTION NOT 0.
(4) DISTRIBUTION DOES NOT ACCUMULATE TO 1.

40 ALPHAMERIC DISTRIBUTION SPECIFIED AS "C"; "D"
SUBSTITUTFD 0 RDI

41 ATTEMPT TO USE AN INCORRECTLY SPFCIFIED DISTRIBUTION.
RUUTINES: DISTVDISTCDISTAIDISTA',IIST,IDIST 1

42 ILLEGAL USE OF IDIST FUNCTION: . I IDIST
III REAL OR ALPHAMERIC DISTRIBUTION - INTEGER

DISTRIBUTION REQUIRED
(21 LCW OR HIGH VALUES DO NOT MATCH DEFINEV VALUES

OF DISCRETE DISTRIBUTION
(31 LOW OR HIGH VALUES NOT IN RANGE OF INTERPOLATE

DISTRIBUTION

43 SYSTEM ERROR - DISCRETE DESTRIBLTION 4 MIIST
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44 SYSTEM FRROR - CrNTINUrUS DISTRIBUTION 4 IDIST

45 SYSTEM EIRROR - DISCRETE DISTRIBUTION 4 DIST

46 SYSTEM ERROR - CCNTINUOUS OISTRIBUTION 4 DIST

47 ILLFGAL USE CF CIST FUNCTION: I DIST
(1) INTEGFR DISTRIBUTION - REAL CR ALPHAMERIC

REQuIREr
(2)-(3) AS IN 42

4F %NT USED

49 GIVEN ARGUIthT UnES NOT MATCH A DEFINED ARGUMFNT FOR
AN ALPIAMERIC CISTRIBUTICN 1 DISTV

150 GIVEN ARGUWFNT DOES NOT MATCP4 A DEFINEC ARGUMENT FOR
AN INTEGER DISTRIHUTION I DISTV

51 ATTEMPT TO USF GISTV IFOR DISCRETE DISTRIBUTIONS)
ON A CCNTINUOUS DISTRIBUTION I DISTV

52 GIVEN ARGUMENT DCES NOT MATCH A DEFINED ARGUMENT FOR

A REAL/DISCRETE DISTRIbLTION I DISTV

53 SAMF AS 49 1 OISTC

54 SAMF AS 5C I PISTC

15 GIVEN ARGUMENT DOES NOT MATCH A TABULATED ARGUMENT I DISTC
FOR A REAL/DISCRETE DISTRIBUTION, OR DUES NOT FALL
WITHIN THE RANGE OF A CONTINUOUS DISTRIKUTION

56 OISTRIBLTICN REFERFNCED DOES NCT HAVE INTEGER VALUES I IDISTA
OR GIVFN VALUE OUT-OF-RANGE

57 VISTRIBUTION REFERENCEC OrES NOT HAVE REAL OR ALPHA- I DISTA
MERIC VALUES* OR GIVEN VALUE IS CUT-OF-RANGE

5F ERRLuR IN HARDWARE INPUT: 2 RHD
(1) TOO MANY CHANNELS, CCNTROL UNITS, OR DEVICES

SPECIFIED
(2) TOO MANY CICNTRL UNITS ASSIGNED TO ONE CHANNEL
(3) TOO MANY CHANNELS ASSIGNED TO ONE CONTROL UNIT
(4) INCORRECT KEYWORD
(5) TOO MANY DEVICES ASSIGNED TO ONE CONTROL UNIT

519 ERROR IN DEVICE CLASS INPUT: 2 RDP
(1) TOO MANY DEVICE CLASSES

(2) INCORRECT KEYWORD

6C TABLE REFERREC TO eV DEVICE CLASS ENTRY DOES NOT
EXIST 3 TOP

61 DEVICE CLASS REFERRED TC FY DEVICE ENTRY DOES NOT
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EXIST I Inv

62 ERROR IN TABLE INPUT: 2 RTB
11) TOO MANY TABLE ENTRIES
(2) TOO MANY TABLE CONTENTS ENTRIES
(3) INCORRECT KEYwOR0

63 ERROR ON CALL TO TABLE-LOOK-UP: I TABLE
(1) TABLE ARGUMENT TYPE Ck VALUE TYPF NOT I, R, PR ITABLE

A.
(2) FUNCTION TYPE NCT I OR S

64 FOR A FUNCTION WHOSE VALUES CR ARGUMENTS ARE I TABLE
ALPHAMERIC9 THE GIVEN ARGUMENT DOES NOT MATCH ITABLE
A TABULATEC ARGUMENT

65 ERROR IN CATASET INPUT: 2 RDS
I1) TOO MANY CATASETS, FILESt OR EXTENTS
(2) TOC MANY FILES ASSOCIATFO WITH ONE CATASET
(3) UNDEFINED DATASET TYPE
(4) PAkAM CAPO SUPPLIED WITH SEQUENTIAL DATASET
(5) INCORRECT KEYWORD

66 INVALID DATASET TYPE - DATASET PRINT OR DUMP 0 PDS
)D S

67 INVALID DATASET TYPE 3 IDS

68 ATTEMPT TO EXECUTE PROCEDURE STATEMENT HAVING A
PREVIOUSLY DETECTED ERRCR I EXPR

69 INVALID ERROR CODE 5 MAIN

70 CCNTROL CARD DOES NOT HAVE *, OR HAS ILLEGAL KEYWORD 2 MAIN

71 SYSTEM CANNOT FIND "SYNC" OP ASSOCIATED WITH A SET
OF SYNCHRONIZEC OPS 4 EXPR

72 ILLEGAL CP NUMBER IN PROCEDURE 4 EXPR
IPR

73 SAME 4 AUXPRI

AUXPRF

74 NUOT USED

75 LIST REFERRED TO IN PROCEDURE NLT FOUND 0 IPR

76 LABEL REFERRED TO BY PROCEDURE NOT FOUND 0 IPR

77 LABEL REFERRED TO BY "SYNC" NCT FOUND I EXPR

78 ERROR IN SEGMENT INPUT: 2 RSG
(1) TOO MANY SEGMENTS OR FIELDS
(2) INCORRECT KEYWORD
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79 REFERENCED SUPERIOR SFGMENT DOES NOT EXIST 3 ISG
s ac nAIASET REFERRED TC BY SEGMENT DOES NOT EXIST 3 ISG

HI NUMBER-PER-SUPFRIOR-SEGMENT FIELD IN SEGMENT INPUT.•IS ZERO 3 ISG

62 A SEGMENT IS SUPERIOR TO ITSELF 3 ISG

H3 DISTRI8UTICN REFERRED TO BY FIELD CANNOT BE FOUND 3 fro

84 DATASET ASSOCIATEC UITH SFCCNDARY INDEX CANNOT BE
FOUND 3 IFD

d5 SEGIENTS ON SAME CAIASET DC NOT HAVE THE SAME
DATASET MASTER SEGMENT 3 ISG

86 A KEY FIFLD IS IN A SEGMENT hHICH IS NOT A DATASET
MASTER 3 ISG

87 THERE ARE MORE THAN ONE SEQUENTIAL KEY FIELDS CN
THE SAME DATASET 3 ISG

88 ILLEGAL TYPE IN MAST'ER - SYSTEM ERROR WHICH RESULTS
ONLY IN GARBLED CUTPUT 0 HEAD

89 ERROR IN QUALIFICATION INPUT: 2 ROU
(1) TOO MANY QUERIES
(2) INCORRECT KEYhCRO

90 ILLEGAL TYPE - CCNVERT ARGUMENT 4 CONVER

91 ILLEGAL CHARACTER IN NUMERIC VALUE 3 CONVER

92 ILLEGAL RELATICNAL CPERATOP IN QUALIFICATION 3 IOU

Q3 FIELD REFERRED TO HY QUALIFICATION DOES NOT EXIST 3 IOU

q4 SEGMENT REFERRED TC BY QUALIFICATION DOES NOT EXIST 3 IOU

95 QUALIFICATInN REFERREn TO BY QUALIFICATION DOES NOT
EXIST 3 IOU

96 QUALIFICATIONS FOPR A CIRCULAR DEFINITION 3 IOU

97 JUALIFICATIONS REFERRED TO RY A BOOLEAN
QUALIFICATION DC hCT QUALIFY THE SAME SEGMENT 3 IOU

Coe PSEG" AND THE SEGMENT QUALIFIED BY NQ3" ARE NOT
LINEALLY RELATED. SEE DESCRIPTICN OF SFGMENT
CUALIFICATION. 3 IOU

99 THE "NO" PARAMETER IS IMPROPERLY SPECIFIED IN A
SEGMENT QUALIFICATION. IT MLST BE A NON-NEGATIVE
INTEGER NCT GREATER THAN THE NUMBER OF SEGMENTS
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"SEG" PER SEGMENT QUALIFIEC SY "031f. SEu nESCRIPTICN
OF SEGMENT QUALIFICATION, SECTION 3.3.

loc QUALIFICATION REFERRED TO BY LIST (HASFO CN QUALIF-
ICATION) DOES NOT EXIST. 3 ILI

Iei TCO MANY ISAM CATASETS 6 RXIS

102 SAME 3 IXIS

103 NOT USED

104 CCNTRAOICTGI4Y PRIME, CVFRFLOW9 AND TRACK INDEX
PARAMETFRS SPECIFIFC 3 (XIS

105 RANDOP ACCESS TO NUN-RANCCM DATASFT I RFADP

IC6 SAME I WRITR

107 NC SPACE LEFT IN FILE TABLE FOR FILE CREATEU BY
CEFAULT 3 CREATF

108 A FILE REQUIRES TCC MANY EXTENTS 3 ALLC

ioq OVERFLUh-CHAIN-LENCTH-DISTRIBUTInN REFFRRED TO RY
ISAP PARAMETER LIST ofES NOT EXIST 3 IXIS

lic CATASET REFERRED TC BY ACCESS OP IN PROCEDURE DOES

NOT EXIST 0 IPR

i11 SAME FOR FIELD 0 IPR

112 SAME FOR QUALIFICATION 0 IPR

113 ACCESS OP IN PROCECURF HAS ILLEGAL MODIFIER FIELr 0 IPR

114 tUMBER CF BUFFERS IN AN "CPEK" ACCESS OP IS ILLFGAL I FXPR

115 INCORRECT LOGICAL FILE FCP OUTPUT IN PRINT, OUMP, CR
TRACE PROCEDURE STATEMENT 0 IOR

116 NO LIST SPECIFIED IN PRINT, DUMP, OR TRACE PROCEDURE
STATEMENT 0 IPR

117 TOO MANY TIMERS REWUIRED BY PROCEDURE 0 IPR

118 ERROR LABEL SPECIFIED BY "ERROR" PROCEOURE STATEMENT
DOES NOT EXIST 0 IPR

119 ATTEMPT Tn UPDATE A DATASET CF A TYPE NOT UPDATABLE i EXPR

120 ATTEMPT TO CREATE TOO MANY FILES IN ONE OATASET I IXIS

121 EXTENT BOUNDS INCOPPATIRLE 0ITP KC. OF CYLINDERS ON
THE DEVICE 3 ALLOC
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122 UISTA IOUTIGN TABLE FULL 3 CREATO

123 ATTFMPT TO CR4EATE T00 MANY OFFAULT DISTRIBUTIONS 3 f:RFATD

1?4 ATTEMPT Tn "PUTO" INTO CISTRIRUTICN WILL INVALIV

"MODE SPWIf-ICATION 4 PUTD

12'5 CUT OF DISIRIt'iLTICN CON(TENTS SPACE A PUTO

I 2f ILLEGAL "PLTfl" - CISTR14UTION, ALREADY CREATEDl 4 PUTO

12? WSERVtED

12F, RESFeAVEri

i2ci FESFQVED

13C RFSFRVEC

131 RESFRVED

132 RESERVEC

133 PESERVEO

134. NUMtsER OF OUTSTANnING REQUESTS CN A DIPECT ACCESS

(JATASET EXCEEDS THE NUMBER OF SUFFERS AVAILABLE 1 RFADD

135 SAME 1 WRITO

136 A ,.AIT HAS 8EEN ISSUED CN A FILE WHICH IS NOT OPEN I WAITD

137 RESERVF0

1383 RESERVEI
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6.C MODLL SIZE LIMITATIONS

THE FOLLOWING ARE THE BUILT-IN LIMITATIONS TO THF SYSTEM DUF TC
TABLE SIZES:

ELEMENT PAXIMLM NUMIFR

CPEN FILES 20
LISTS 30
DEFAULT CREATED LISTS 20
LITERAL LIST CONTENTS VALUES 400
STEPS IN PROCECURE 50
PENDING 1/C RECLESTS 20
DISTRIBUTIONS 30
DISTRIRUTION (ARGIVAL) PAIRS 400
CHANNELS 8
CONTROL UNITS 10
DEVICES 30
CONTROL UNITS ON ONE CHhNNFL to
CHANNELS ATTACHED TO ONE CONTRCL UNIT 4
TABLES 2C
TABLE lARGqVAL) PAIRS 300
DATASETS 2C
FILES 30
EXTENTS 700
FILES PER DATASET 10
SEGMENTS 20
FIELDS SO
QUALIFICATICN SPECIFICATIONS 30
11MERS 10
DEVICES PER CCNTROL UNIT 10
OEFAULT CREATEE DISTRIBUTIONS 20
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S7.0 ACCESS METHODS

EACH DATASET TYPE (E. G., •S~t "'f', "IS") HAS A CORRESPONDING
"ACCESS METHOD" WHICH IS EMBCOIFD AS A PROGRAM, AND DESCRIBES
ACCESSING CPERATIONS ON THE CATASET. FOR EXAMPLE, A "SEQUENTIAL"
OR "S" TYPE DATASET IS ACCESSED LSING THE "SEQUENTIAL ACCFSS
METHOD".

EACH CATASET CCNSISTS CF CNE OR MORE "ELEMENTARY FILES"
IHEREINAFTER CALLED "FILES"), ANC IT IS THF RESPONSIBILITY OF THE
ACCESS METHCD TO RELATE THESE FILES, AND DESCRIBE THE OPERATIONS
WHICH MUST BE PERFORMED ON THEM IN ORDER TV RETRIEVE A GIVEN
"LOGICAL RECORD" CF THE DATASET. FOR EXAMPLE, A REQUEST FOR
RECORD 123 OF AN INDEXED DATASET MIGHT REQUIRE ACCESSES TO A
CYLINDER INDEX FILE, A TRACK !NDEX FILE, AND THE PRIME DATA FILE
IN ORDER TO SATISFY THE REQUEST.

THE FILES CF A DATASET CAN BE SPECIFIED BY THE MODELER AS PART
OF HIS MODEL INPUT, OR CAN BE SUPPLIED BY THE ACCESS MFTHr.D TO
THE EXTENT THAT IT IS PROGRAMMED TO PROVIDE DEFAULT FILES.

THE THREE ACCESS METHCDS DESCRIBED HEREIN HAVE BEEN INCLUDED TO
ILLUSTRATE A RANGE OF "SOPHISTICATION" OF ACCESS METHODS. THEY
ARE INTENTIONALLY SIMILAR TC THREE IBM OS/360 ACCESS METHODS:
(1) BASIC DIRECT ACCESS METHOD IBSAM),(2) QUEUED SEQUENTIAL
ALCESS METHOD (QSAM), AND (3) BASIC INDEX SEQUENTIAL ACCESS
METHOD (BISAMI. THEY REQUIRE 165, 267, AND 817 LINES OF FORTRAN
CCDE, RESPECTIVELY, TO IMPLEMENT.

FOR THE DISCUSSION THAT FOLLOWS, IT IS ASSUMED THAT THE iýSER IS
FAMILIAR WITH THE BASIC CONCEPTS OF THE 0S1360 ACCESS METHODS
UNDER DISCUSSION, AS DESCRIBED IN IBM PUBLICATION (C28-6646),
"IOM/360 CPERATING SYSTEM, SUPERVISOR AND DATA MANAGEMENT
SERVICES".
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ACOING ACCESS METHCOS TC PHASE II

FCLLUWING ARE SOME BRIEF NOTES ON ADDING ACCESS METHODS TO
PHASE I1. IN GENERAL, THE FOLLOWING STEPS WILL BE NEEDED:

(1] MODIFY DATASET ROUTINES ("OS" MODULE) TO RECOGNIZE A NEW
CATASET TYPE, ANC CODF CALLS TO USER-SUPPLIFD "READ"v "PRINT"t
AND "DHUMP" ACCFSS-M2THOD-RELATED PARAMETERS ROUTINES. IF THFpF
ARE NO ACCESS-METhOD-RELATEO PARAMETERS, THIS STFP MAY HE
OMITTED.

(2) MCDIFY PRCCfDURE ROUTINES i"RPR", "4EXPR", ANO "AUXPPI" MOPULJ<
TO RECOGNIZE NEW PROCEDURE OP CODES TV bE INTRDDUCE!" (IF ANY),
ANO PRCVIOt APPR[PRIATE PROCEDURE STATEMENT INTERPRETATION AND
PXECUTIrN SECTIONS.

(3) WRITE SE1FRAL SUBROUTINES:

READ ACCESS-METHOD-RELATED PAPAOETERS (IF ANY)
PRINT n t to
D UMP " " I
INTERPRET GATASET; THAT iS, SET UP THE DATASET FILES TO

REFLECT THEIR INTERPRETATICN FOR THIS DATASET ORGANIZATION.
THIS MIGHT INCLUDE THE CREATION OF DEFAULT FILES NEFnEE TfI
COMPLETELY SPECIFY THE DATASET. FOR A ONE-FILE nATASET, THIS
ROUTINE IS NCT NECESSARY.

EXECUTICN RCUTINES fCALLED BY "EXPR" CR "AUXPREM) WHICH
SIMULATE THE EXECUTION OF THE ACCESS METHOD.

DETAILS ABCUT THE PRECEDING CAN REST BE OBTAINED BY EXAMINING THE
SAMPLE ACCESS METHOOn WHICH HAVE BEEN PROVIDED WITH THE SYSTFM,
AND WHI: COVER A RANGE OF ACCESS METHED COMPLEXITY.

7.2 BASIC DIRECT ACCESS METHOD - TYPE "D" DATASFTS

A DIRECT ACCESS DAIASET REQUIRES ONLY ONE FILE TO REPRESENT IT.
ANY RC'QRD Of THE FILE MAY BF REACHED DIRECTLY BY ADDRESS. AFTER
A REAC -J WRITE IS INITIATED, CONTROL IS RETURNED TO THE USER,
WHO MUST ISSUE A SUBSEQUENT "WAIT" TO ENSURE THAT 110 HAS
COMPLETED. "READD" AND "WRITD" ARE ALLOWABLE ACCESS OPS FOR
DIRECT DATASETS.

7.3 QUEUED SEQUENTIAL ACCESS METHOD - TYPE "S" DATASETS

A SEQUENTIAL DATASET ALSO REQUIRES ONLY ONE FILE TO REPRESENT IT.
A GI'¢k.' RECORD OF THE DATASFT IS ACCESSED BY PACING THROUGH THE
FILE, RECORD BY RECORC, UNTIL THE REQUESTFD RECORD IS REACHED
(ITARTING WITH RECORE ONE, IF THE FILE IS NOT ALREADY OPEN).
SEQUENTIAL ACCESS ASSU4ES SEQUENTIAL PROCESSING, SO RECORDS IN
ADVANCE OF THE REQUESTED RECORD ARE ALSO READ IN, IN ANTICIPATION
OF UPCOMING REQUESTS. CCNTROL IS NOT RETURNED TO THE USER UNTIL
THE RECORD REQUESTED HAS BEEN REdO IN. BUFFERING, IN BOTH THE
"MOVE" AND "LOCATE" MODE ARE PROVIDED* PREAOS", "WRITS" AND
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"UPCATE" AkF ALLIJWA3jLE i -ESS CPS FOR SEQUENTIAL DATASEIS, WITH
UPDATE ALLOWABLF CNLY FL DATASETS BEING READ IN LOCATE MOIDE.

1.4. HASIC INDEX SEQUFNTIAL ACCESS METHOD - TYPE "IS" DATASETS

INIEX SE'iUFNTIAL DATASFTS ALLOW FOR RANDOM RETRIEVAL OF RECflRoS
ON THE BASIS OjF KEY VALLE. AN "IS" DATASVT AL-SO ALLOWS FOR
INS'qTIoN uF %t, RECORnS WITHOUT REWRITING THE WHOLE DATASET.
TI-'tSE FUNCTIONS ARE ACCCMPLISHEJ RY THE USE CF HIERARCHICAL
INlJEXES ANC CVFRFLCw AREAS.

TArdLF SIZES RFSTRICT "IS" DATASFTS TU A TOTAL OF 10.

Al, "IS" DATASET LuNTAINS SEVERAL FILES, OF THE FOLLLCWING TYPES
AN.3 DEFINiTIflNS I"TYPE" IS A PARAMETER OF A FILE DESCRIPTION, SEE
SECTION 3.4):

PR - PkIA'E FILE. TI-E NON-'VERFLCW DATA RECORDS ARE STORED ON
THIS FILE.

TI -TPACK INCEX FILE. THIS FILE SHARES EXTENTS WITH THE PRIME
FILE. THAT IS, EACI- PRIME CYLINnfR ALSO CONTAINS ONE OR
40t,',f TRACKS CF TRACK INDFX. FOR EACH TRACK OF PRIME FILE
CN A CYLINDER, THERE ARE TWO RECCROS ON THE TRACK INnEX,

CNE POINTING TO THE PRIME TRACK WHOSE HIGHEST KEY IS THE
KEY OF THE RECORD, ANC ONE POINTING TO THE OVERFLOW CHAIN
FCR THAT TRACK, IF ANY.

iF - OVERFLf;w FILE. THIS FILE CONTAINS THE CVERFLOW RECORDS
FOR THF DATASET. IT MAY SHARE EXTENTS WITH THE "PR" AND
"TIT" FILES, IN WHICH CASE ALL THE OVERFLOW RECORDS FOR
A CY: INDER ARE STORED ON THE CYLINDER ITSELF, ON TRACKS
RESEF 'ED FOR THAT USE, CR IT MAY BE CONTAINED IN AN
INUEPENDENT OVERFLCW AREA. THE FORMER IS THF DEFAULT
rPT ION.

CI - CYLINDEk INOEX FILE. TIHIS IS A SEPARATE FILE, CONTAINING
ONE RECORL FOP EACH CYLINDER OCCUPIED BY THF PRIME FILE.
EACH RECCRD PCINTS TO THE CYLI-NDFR WHOSE HIGHEST KEY
IS THE KEY FIELD rF THE REC2RD.

MIl MASTER INDE'X FILES. "PIt" INDEXES TI-E CYLINDEP INDEX,
M12 ONE RECORC PER TRACK CF THE "CI". EACH RECORD P'OINTS TO
M'13 THE TRACK OF THE "CI" WHOSE HIGHEST KEY IS THE KEY FIELD

OF THF RECORD. IN A SIMILAR WAY, "MI2" INDEXES "MIl",
ANJ "Ml13" INDEXES "M12". THE CREATION OF MASTER INDEXES
IS CCOTRCLL.C fAY THE "NPI" PARAMETER (SEE BELOW),

"CGNTENTS OF I.NCEX FILE RECORDS APE DIRECT ACCESS DEVICE ADDRESS
POINTERS, AND AY DEFAULT ARE ASSUMED TO BE 10 BYTES LONG. ANY DR
ALL OF THE FILES Of AN "IS" DATASET MAY BE LEFT TO DEFAULT
SPECIFICATICK BY THE ACCESS METHOD.
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FOR AN "IS" DATASET, SEVERAL ACCESS METHOD DEFINED PARAMETERS ARE
NEEDED TO COMPLETELY CHARACTERIZE THE DATASET. THESE ARE CONTAINED
IN A "PARAM" CARD OF THE FOLLOWING FORM (SEF SECTION 3.4):

PARAM PPFNMIeKLCLD

AND ARE OEFINEC AS FOLLOWS:

PARP DEFINITION DEFAULT

PPF FRACTION OF PRIME AREA FULL. FOR EXAMPLE, 1.0
PPF = 1.0 MEANS THAT TI-F PRIME AREA IS FULL, AND
NC RECORDS ARE STORED IN OVERFLOW, PPF = 1.1
MEANS THAT THE PRIPF AREA IS FULL, AND THERE ARE
AN EQUIVALENT OF 102 OF THE PRIME RECORDS STORED
IN OVERFLOW, AND PPF = .q MEANS THAT THPRE IS NO
OVERFLOW, AND THE PRIME AREA IS CNLY 90% FULL
(WITH THE "HOLES" DISTRIBUTEO EVENLY THRCUGHOUT
THE PRIME AREA).

NMI NUMBER OF TRACKS CF A MASTER INDEX TO BF ND MI'S
ALLOWED BEFORE A HIGHER LEVEL MASTER INDEK IS
CREATED

KL KEY LENGTH 10

CLD OVERFLOW CHAIN LENGTH DISTRIBUTION. THE OVERFLOW
RECORDS FOR A TRACK ARE CHAINED TOGFTHER; HENCE
WHEN AN OVEAFLOW RFCORr IS TO BE ACCESSED, ONE
CR MCRE RECORDS IN THE OVERFLOW AREA WILL BE
READ UNTIL THE REQUESTED RECORD IS REACHED. THE
USER MAY CONSTRUCT A DISTRIBUTION OF CHAIN
LENGTHS (I. E., THE TOTAL NUMBER OF OVERFLOW
RECORDS TO BE ASS;CIATED WITH EACH TRACK) AND
PLACE ITS NAME IN THIS FIELD, OR CMIT THE FIELD
AND ALLOW THE ACCESS METHOD TO CONSTRUCT THE
"NATURAL DISTRIBUTION" PIN), DEFINED IN SECTION 12.2.

THE "IS" ACCESS METHOD PROVIDES FOR RANDOM READING, WRITING, AND
UPDATING CF RECORDS IN AN "IS" DATASET BY MEANS OF THE "READR",
"WRITR"t AND "UPDATE" ACCESS OPS, RESPECTIVELY.

A RANDOM READ IS CARRIED OUT AS FOLLOWS:

(I) READ DOWN hIGHEST LEVEL "MI" SEQUENTIALLY UNTIL THE DESIRED
KEY IS "BRACKETED"

(2) CONTINUE TO READ LOWER LEVELS CF MASTER INDEX AND CYLINDER
INDEX TO LOCATE CYLINDER ON WHICH THE RECORD IS LOCATED

(3) REAO "TI" TO FIND TRACK ON WfICH THE RECORD EXISTS, OR IF IT
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IS AN OVERFLOW kECURO, CPTAIN THE AlDRESS OF THE FIRST RECORD
IN THE OVERFLOW CHAIN FUR THE TRACK

(41 READ THE PRIME RECCRD, OR CHAIN OF OVERFLOW RECORDS UNTIL THF
REQUIRED RECORD IS FCUND

A RANnCM WRITE (ASSUMED TO BE AN INSERT) IS CARRIED OUT AS
FOLLOWS:

(13 (1)-(4) AS IN RAN%1M READ

IF THE RFCOR[D IS TC BE INSERTED IN AN OVERFLOW CHAIN:

15) oRITE A NEw RECCRD AT THE END CF THE OVERFLOW ARFA, ANC
REWRITE THE NEXT-TO-LAST OVERFLOW RFCCRD READ Tn UPDATE ITS
CHAIN PCINTFR

IF THE RECORC IS TC BE INSERTEC IN THE PRIME AREA:

(5) RE-WRITE THE LAST BLOCK RFAD, READ AND WRITE THE REMAINING
BLOCKS ON THE TRACK

(61 REWRITE BOTH TRACK INDEX QECCRDS FOR THIS TRACK

(7) wRITE AN OVERFLOW RECORD AT THE END OF THE OVERFLOW ARFA

AN UPDATE FCLLOWING A REAr MERELY REWRITES THE LAST BLOCK REA0,
wITH NO INDEX SEARCH RFEUIRED.
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• 8. tI/c SUPFRVISOR

THE I/0 SUPERVISOR IS A PROGRAM (MODULE "AC") WHICH ACCFPTS I/n
REUUESTS, MARSHALS THE REQUESTS THROUGH VARIOUS QUEUES, ANn SEES
THEM THROUGH TO CCMPLETION. IT MAINTAINS THE CLOCK AND THE
HARDWARE DEVICES (IHEIR RUTATIONAL DISPLACEMENT, ACCESS ARM
POSITION, ANr STATUS, SUCH AS DEVICE BUSY, CHANNEL BUSY, ETC.).
I1 IS IMPLEMENTED AS A SIMPLE EVENT DRIVEN QUEUING MODEL, IN WHICH
THE "STATICINS" ARF DEVICES, CHANNELS, AND THE CPUt AND THE
"EVENTS" ARF BEGIN AND END SEEKt BEGIN AND END DATA TRANSMISSION,
AN' BEGIN AND END CPU PROCESSING. IT HAS ENTRY POINTS "AC",
"WAIT"t AND 1'PROC", AS CESCRIBED IN SECTION q.3.

REQUESTS FOR SEEKS CR TRANSMITS ARE QUEUEO UP ON DEVICES AND
CHANNELS, RESPECTIVELY. DEVICES WHICH ARE SEEKING ARE CHAINFr
TOGETHER IN A DEVICE "TIMF-CF-COMPLETION" (TO) CHAIN, IN ORDER
CF COMPLETION. IN A SIMILAR WAY, TRANSMITTING CHANNELS ARF TIED
TOGETHER IN A CHANNEL TC CHAIN.

CONTROL UNITS ARE SWITCHAPLE BETWEEN CHANNELS, BUT ONCE A CONTROL
UNIT IS "ATTACHED" TC A CHANNEL (BY HEING USED TO ISSUE A SFEK),
IT REMAINS ATTACHED UNTIL THE PEQUEST IS COMPLETED, THAT IS, UNTIL
ENO OF DATA TRANSMISSION.

THE FOLLCWING IS A DESCRIPTION OF THE LOGIC CF THE ric SLPFRVISOP,
DESCRIBING WHAT HAPPENS WHEN AN I/O REQUEST IS RECEIVED BY THE
SYSTEM, AND %HAT HAPPENS WHFN THE VARIOUS TYPES OF EVENT OCCUR.

l8. I/C REQUEST

(1) PLACE REQUEST IN REQUEST TAdLE

(2) ATTACH REQUEST TO DEVICE QUELE
(3) IF DEVICE, CONTROL UNIT, CHANNEL FREE, START SEEK

8.2 START SEEK

(I) CCMPUTE DEVICE TC (END SEEK)
(2) PLACE DEVICE IN DEVICE TC CHAIN
(3) MAKE DEVICE 8LSY
(4) ATTACH CONTROL UNIT TO CHANNEL. INCREMENT CU USE COUNTER

8.3 END SEEK

(1) UPDATE THE CLCCK

(2) DETACH REQUEST FRCM DEVICE QUEUE
(3) ATTACH REQUEST TO CHANNEL QUEUE
(4) REMOVE DEVICE FROM DEVICE TC CHAIN
15) IF CU AND CHANNEL ARE FREE, START TRANSMIT

8.4 START TRANSMIT
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(1) CCMPUTE CHANNEL TC
(2) PLACE CHANNEL IN CHANNEL TC CHAIN
(3) M4AKE CHANNEL BuSY
(4) VAKE CU PLSY

e.5 EN) TRANSPIT INCN FORMAT WRITE)

(1.) UPDATE THE CLCCK
(2) SIGNAL I/C COMPLETION TO REQUESTING PROGRAM
(3) DETACH REQUEST FRCM CHANNEL "uEUF
(4) REMOVE CHANNEL FRCM CHANNEL TC CHAIN
(5) FREE CHANNEL
(b) fREE CEVICE ANC CU
(7) OECPEMFNT CU USE CCLNTER. IF ZERO, DETACH CU FROM CHANNEL.
(9) REMOVE REQUEST FRCM REQUEST TABLE
(J) FOR FREE CUIS CN THIS CHANNEL (BUT NOT CURRENTLY ATTACHED TO

ANOTHER CHANNEL) START SEEKS ON FREE DEVICES
((I;) IF THIS CHANNEL HAS A TRANSMIT WAITING, START TRANSMIT

d.6 ENO TRANSMIT (FORMAT WRITE) (NOT IMPLEMENTED)

(I)-(5i AS IN 9.5 (I)-(5)
(6) ATTACH REQUEST TO DEVICE QUEUe, FIRST IN LINE
(1) CUMPUTE DEVICE TC FCR TRACK ERASE
(8) PLACr DEVICE IN DEVICE TC CHAIN
191-tIC) AS IN 8.5 (9)-(10)

F.7 FN0 TRACK ERASE (FORMAT WRITE) (NOT IMPLEMENTEt)

Ii II UPDATE THE CLOCK
(2) DETACH RECUEST FRCM DEVICE QLEUE
13) REMOVE DEVICE FROM DEVICE TC CHAIN
(4)-16) AS IN 8.5 16)-18)
(7) IF A CHANNEL IS AVAILABLE, FOR EACH FREE DEVICE ATTACHED TO

THE CU hITH PENDING SEEKS, START SEEKS
(9) IF A TRANSMIT FOR A CEVICE ON THIS CU IS wAITINr, ON THE

CHANNEL TO WHICH THIS CU IS ATTACHED, START TRANSMIT
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9.0 ORGANIZATION CF THE PHASE I1 SYSTEM

THIS SECTION CONSTITUTES A PRIMER ON THE IMPLEMENTATION OF THE
PHASE II SYSTEM, DESCRIBING TABLES, SUBROUTINES, AND FLOW OF
CONTROL IN THE SYSTEM. SECTIONS 9 & 10, TOGETHER WITH THE PROGRAM
LISTINGS THEMSELVES, SHCULD PROVIDE A COMPLETE DOCUMENTATION OF
THE SYSTEM.

9.1 TABLES

A BASIC PROGRAMMING DEVICE OF THE PHASE II SYSTEM IS THE "TABLE',
OF WHICH THERE ARE APPROXIMATELY FOURTEEN. EACH TABLE CONTAINS
INFORMATION ABOUT ALL SYSTEM ENTITIES OF A PARTICULAR TYPE. FOR
EXAMPLE, THE DEVICE TABLE CARRIES DESCRIPTIONS nF EACH OF THE
DEVICES mHICH A MODELER HAS SPECIFIED FOR THE SYSTEM TO BE
MODELED. SECTION 3 CONTAINS DEFINITIONS OF TABLE INPUT PARAMETERS,
AND SECTION 10 DEFINES INTERNAL TABLE PARAMETERS. THE PURPOSF OF
THIS SECTION IS TO DESCRIBE HOW THE TABLES ARE IMPLEMENTED.

A TABLE IS IMPLEMENTED AS AN ARRAY, IN WHICH THE ROWS REPRESENT
ENTITIES, AND THE COLUMNS REPRESENT ATTRIBUTES OF THE ENTITIFS.
HOWEVER, BY USING THE FORTRAN "EQUIVALFNCE" SPECIFIER, EACH

COLUMN (ATTRIBUTE) MAY BE ADDRESSED AS A ONE-DIMENSIONAL ARRAY,
WITH THE SUBSCRIPT REPRESENTING THE SERIAL NUMBER OF THE FNTITY
UNDER CONSIDERATION.

EACH TABLE HAS A UNIQUE TWO-CHARACTER IDENTIFIFR. FOR EXAMPLE.
THE IDENTIFIER OF THE DEVICE TABLE IS "DV". SIMILARLY, EACH
ATTRIBUTE HAS A I-TO-4 CHARACTER IDENTIFIER. THUS THE DEVICE
"TYPE" ATTRIBUTE IS IDENTIFIED BY THE CHARACTERS "DVTYPE", AND
THIS IS THE INTERNAL KAPE CF THE DEVICE TYPE VECTOR. THE DEVICE
TYPE OF DEVICE NUMBER 12 IS THEREFORE GIVEN BY "DVTYPE(12)".

A TABLE MAY REFERENCE AN ENTITY IN ANOTHER TABLE. FOR EXAMPLE,
ONE OF THE ATTRIBUTES OF A DEVICE IS A SPECIFICATION OF THE
CONTROL UNIT (IN THE CONTROL UNIT TABLE) IT IS ATTACHED TO. SUCH
AN ATTRIBUTE TAKES THE FCRM OF A POSITIVE INTEGER "INDEX POINTER",
AND IS, IN EFFECT, A ROW NUMBER IN ANCTHER IOR THE SAME) TABLE.
THUS, IF THE "CONTROL UNIT" ATTRIBUTE OF A DEVICE IS "5"t THE
DEVICE IS ATTACHED TO THE CONTRCL UNIT WHOSE ATTRIBUTES ARE GIVEN
IN ROW 5 OF THE CONTROL UNIT TABLE. IF ONE WISHED TO KNOW WHETHER
UR NOT THAT CONTROL UNIT WERE BUSY@ A TEST WOULD BE MADE ON
"CUBUSY(5)". BY APPLYING THE APPROPRIATE LCGIC, THEREFORE, ONE
CAN FIND HIS WAY AROUND THE TABLES AND EXPLORE THE RELATIONSHIPS
AMONG THE'ENTITIES THEREIN.

OCCASIONALLY, AN ATTRIBUTE MAY CONTAIN "REPEATING INFORMATION"
ABOUT AN ENTITY, FOR EXAMPLE, AN ATTRIBUTE OF A CONTROL UNIT IS
A LIST OF DEVICES ATTACHED TO IT, SUCH AN ATTRIBUTE OBVIOUSLY RE-
(QUIRES MORE THAN ONE STORAGE LOCATION TO SPECIFY IT. IT IS

STORED IN MULTIPLE ACJACENT COLUMNS OF THE TABLE, AND A DOUBLE
SUBSCRIPT CONVENTION IS USED TO ADDRESS IT. FOR EXAMPLE, THE
FOURTH DEVICE ATTACHEC TO CONTRCL UNIT NJ" WOULD BE ADDRESSED BY
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"CUDVIJt4)".

ALL CF THE PROCEiSING ON A GIVEN TABLE IS PERFORMED IN ONE MODULE
IA SEPARATELY COMPILED PROGRAM). FOR EXAMPLE, TI-E MODULE OLI" HAS
ROUTINES FOR READING, INTERPRETING, PRINTING, AND DUMPING THE
LIST TABLES.

IN THE DISCUSSION THAT FCLLCWS, "XX" WILL BY USED AS AN ARBITRARY
TABLE IDENTIFIFR.

THERE ARE FOUR SCALAR PARAMETERS ASSOCIATED WITH EACH TABLE, AS
FOLLOWS:

MAXXX - THE MAXIMUM NUMBER OF ENTITIES TABLE "XX" MAY DESCRIBE
MAXAXX - THE MAXIMUM NUMBER OF ATTRIBUTES PER ENTITY
NXX - THE CURRENT NUMBER CF ENTITIES IN THE TABLE
NBXX - THF NU4BER OF PRE-DEFINED (BUILT-IN) ENTITIES IN TABLE

lXxv

EACH TABLE IS ACCUMPANIEC BY A "TABLE MASTER", WHICH DESCRIBES THE
TABLE. A MASTER HAS THREE ROWS# AND EACH COLUMN CONTAINS THREE
ITEMS OF INFURMATICN ABOUT AN ATTRIBUTE IN THE TABLE', NAMELY, ITS
NAME, ITS TYPE, AND THE COLUMN IT OCCUPIES IN THE TABLE ITHE
ARRAY COLUMNS ARE NOT NECESSARILY IN THE SAME ORDER AS THE MASTER
COLUMNS). THE NAME IS THE ATTRIBUTE IDENTIFIER DESCRIBED ABOVE,
AN) IS ALSO THE NAME USED AS A CCLUMN HEADING WHEN THE TABLE IS
PRINTED OUT. THE ENTITY TYPE IS ONE OF THE FCLLOWING:

I - INTEGER
A - ALPHAMERIC (UP TO FOUR CHARACTERS)
R - REAL (FLOATING POINT)
0 - ALPHAMERIC (UP TO FIGHT CHARACTERS - STORED IN ACJACENT

COLUMNS)
8LANK - SECOND COLUMN OF A TYPE "C" ATTRIBUTE, OR SUCCEEDING

COLUMNS CF A REPEATING ATTRIBUTE

LI - INTEGER LIST
LR - REAL LIST
LA - ALPHAMERIC LIST

THE LAST THREE TYPES ARE "PSEUDO-TYPES"t USEO ONLY TO INCICATE
TIAT A LITERAL LIST IS OPTIONAL FOR THIS FIELD ON INPUT. AFTER
INPUT, IT IS TREATED AS A TYPE "A" ENTITY (THE NAME OF THE LIST).

THERE ARE THREE SCALAR PARAMETERS ASSOCIATED WITH EACH MASTER
TABLE, AS FOLLCOmS;

NIXX - THE NUMBER OF INPUT 0 ARAMETERS FOR TABLE "XX"
NPXX - THE NUMBER OF PARAMETERS TO BE OUTPUT WHEN THE TABLE IS

PRINTED
NDXX - THE NUMBER OF PARAMETERS TO BE OUTPUT WHEN THE TABLE IS

DUMPED

IN THE TABLE MASTER, INPUT PARAMETERS ARE LISTED FIRST, FOLLOWED
IKY ADDITIONAL PRINT PARAMETERS, FOLLOWED BY THE REMAINING PARAM--
ETERS.
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9.2 FLOW CF CONTROL

THE GROSS LOGIC OF THE PHASE 11 SYSTEM IS ILLUSTRATED IN FIGURE
9.2.1. EACH BOX IS LABELLED WITH THE NAVE OF THE MODULE (SFF
SECTION 9.3) WHICH HANCLES THF PROCESSING nFSCRIBFO. THERE ARE
THREF MAIN PHASES TO AN EXECUTION OF THE MODEL:

PHASE I - READ IN TABLE INPUT PARAMETERS, DOWN TO AN
"*EXECUTE" CGNTROL CARD

PHASE IT - INTERPRET THE TABLES; THAT IS# REScLVE ALL INT9R-
AND INTRA- TABLE REFERENCES, CCMPUTE INTERNAL
PARAMETERS, AND PRCVIDF DFFAULT SPECIFICATIONS AS
NEECED.

PHASE III- EXECUTE THE PROCEDURE
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9.3 MODULES AND ENTRY POINTS

THE PHASE II SYSTEM CONSISTS OF APPROXIMATELY 2S SEPARATELY
CCMPILED [OR ASSEMBLED) MODULES. EACH MODULE CONTAINS nNE OR
MOCRE ENTRY PCINTS (WHICH.CORRESPCND TO SUBROUTINE CALLS). THE
FOLLOWING DESCRIBES THE FUNCTION OF FACH MODULE, THE TABLES IT
REFERENCES (SEE SECTION 101, AND ITS ENTRY POINTS.

OF THE APPROXIMATELY 120 ENTRY PCINTS IN THE SYSTEM, ARCUNO
"60 PERFORM A STANDARD OPERATION ON A TABLE, FO!- eXAMPLE, TABLE
INPUT# TABLE DISPLAY, ETC. MOST OF THE TABLES HAVE FIVE ASSOCIATED
ROUTINES OF THIS TYPE, AS FELLOWS ("XX81 STANDS FOR A TABLE IDENT-
IFIERI:

RXXfNOvIP) - READ TABLE "XX" FROM LOGICAL DEVICE "NO".
PRINT THE TABLE (IN INPUT FORMAT) ON THE
STANDARD OITPLT DEVICE IF IP-=0.

IXX - INTERPRET TABLE "XX". INTERPRETATION IS
PERFORMED FOR EACH TABLE KNOWN TO THE SYSTEM
AFTER ALL TABLES HAVE BEEN INPUT, AND AN
"*EXFCUTE" CONTROL CARD HAS BEEN ENCOLNTERFD.

PXX(NO) - PRINT TABLE "XX" ON LOGICAL FILE "NO"

DXX(NO) - DUMP (PRINT ALL PARAMETERS, EXTERNAL AND
INTERNAL) ON FILP "NO"

FINDXX(NAME) - THIS INTEGER FUNCTION FINDS THE ENTITY IN
TABLE "XX" WHOSE NAPE IS THE VALUE OF -NAME",
AND RETURNS AN INOEX POINTER TO THE REQUESTED
ENTITY. IT RETURNS A ZERO IF THE ENTITY IS NOT
IN THE TA6LE.

9.3,1 MODULES AND ENTRY POINTS

FOLLOWING IS AN ALPHABETICAL LIST OF MODULES (TOGETHER WITH
THEIR ENTRY POINTS) CURRENTLY IN THE SYSTEM:

AC I/C SLPERVISOR

TABLES: BUt CHt CU, cPv Dv

ENTRY POINTS:

AC(DEVtCYL*TRKPtTMTBUFPBUFtTYP) - INITIATE I/O REQUEST

WAIT(BUFPBUF) - WAIT FOR A SPECIFIC REQUEST TO COMPLETE
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PROCIT) - INITIATE CPU PROCESSING

RESET - RESET SYSTEM TC TIME ZERO

START - INITIALIZE SYSTEM

PIO(NO) - PRINT STATUS OF QUEUES AND HARDWARE

UBU(Na) -DUMP BUFFER TA2LES

DQ(NC) - DUMP' QUEUE TAttLES

ALLCC FILE kCUTINES

TABLES: DP, CV, FL
ENTRY POINTS:

ALLOC - ALLOCATF SPACE FOR ALL FILFS

LGCATE(FILERFCvOEVgCYL#TRKP) 
- LOCATE A RECORD OF A FILE

IFL(I) - INTERPRET A FILE

CREATE(XNAMEtTYPEPDEVTIRPBITPCALLT, 
ALLSTYP NBUFtWV CHEXX,

IRPCIKL#N) - CREATE A FILE

AUXPR "AUXILIARY" PROCEDURE OPS, EXTENSICN TO -EXPR".

TABLES: OSt FL, LI, PR
ENTRY POINTS:

AUXPRIINOP,I,*,*) - AUXILIARY PROCEDURE CP INTERPRET

AUXPREINCP,SN,*t*,*J - AUXILIARY PROCEnURE OP EXECUTE

80 B BLOCK DATA FOR PRE-DEFINFO SYSTEM ELFMENTS

TABLES: CH, CU, CIt CS, DPq VV, FL, LI, WUo SG, TB
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IABLES. BU.t Ft
FfNFt4Y PHfINTS:

REACU(IFIL.REC) - REAC A RECUREJ FRCM A FILE

WRIru(FI,LREC) - WRITE A RECORD (IN A FILL

WAIILIFIL) - WAIT Fok 1/fl CflMPtFTICr

DI DISTRIBUTION ROLTINFS

TABLES: Of
ENTRY POINTS:

RDI(NO,IF') - REAI2 OISTHI8UT!!)NS

IC! - 114TERPRET 0

PDI(NO) - PRINT

DoI(NCI - Dump

CREATO(TYPE,MODEIPT) L REATE A DISTRIBUTION

PUTD(IOIS,ARG,VAL) 
-PUT AN ENTRY IN A OISTRIBUTION

FINODIINAPEI - FINC A DISTRIBUTION

OIST(NORLOqRHI) - RETURN A RANDOM VALUE FROM A DISTRIBUTION

IDISTINCLC,H1) - SAME FOR INTEGER DISTRIBUTIONS

DISTVINCARG) RETURN PROBABILITY OF "ARG" (DISCRETE DIST)

OISTC(NOvARG) -RETURN CUMUtATIVE PROBASILITY OF "9ARC"

DISTA(NO#VAL) WhVERSE OF DISTC

IOISTAINLJVAL) SAME FOR INTEGER DIStRIBUTIONS

DS DATASET ROUTINES

TABLES: FL* OS
ENTRY POINTS:
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IDS -INTFvPP,, CATASE2T5

PDS,(NO) - PRINT CATASETS

1)fS(NCI - !ýUH'P LATASETS

P IN I 1S (NAME ) v-FIENO( CAI kS FT

IDS? - POST-ALLUCATION INTERP'RFr OATASETS

ERRCHC FRkCR HANCLER

ENTRY PCINTS:

E~k1HUJN1,N2) - SIGNAL THE SYSTEM TH-AT AN ERROR HAS OCCURRED)

PXPR PROCEDLRE INTERPRFT ANC EXECLTE

TA3LES: OLy FLv Li, PR, QUv SG
ENTRY PCINTS:

IPR INTERPRET PROCEDURF TABLFS

EXPR -EXFCUTF PROCECURE

FXPPF'- RE-FrNTRY POINT TOl "EXPlPf FOR 1-'AKQLING ERRORS

HL) HAROkrARF RCLTINES

TABiLES: CHt CLI OPt CV
FNTRY POINTS:

Ri4O(NO*IP) - REAC H1ARDW.ARE TABLES

P~)N)- PRINT I-ARCWqARE TABLFS

IUV - INTERPAET CEVICES,

(OOVIN() - DUMAP Is

ICP -INTERPRET CEVICE PROTOTYPES
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nOOpfNni - fltumo

'Cu - INTZR~kET CONTROL UNITS

OCUINCI - DUMP al

ICH - INTERPRET CHANNELS

nCPINC) - DUmP a

FINDDVtNAME) - FIND A DEVICE

FINDCU(NAMF) - CONTROL UNIT

FINOCH(NAMF) - CHANNEL

FINCDP(NAME) - DEVICF PROTOTYPE

PDP(NP) - PRINT DEVICE PROTOTYPES

RDPENUIP) - READ DEVICE PROTT'PES

INTER TABLE I/C CCMMCK ROUTINES

ENTRY PCINTS:

RDCDINCIPKEY) - REAC AN INPUT CARD, RETURN KEYWORD

INTERP(MASTERCONTENtNltMtN.M,IP) - INTERPRET AND STORE ONE
CARD OF DATA ACCCRDING TO PASTER ANC CCNTENTS TABLES
SUPPLIED

HEAOIMASTERCONTENFCRMTBEGtENOM1tN,MtNONtN2) - CCNSTRUCT
A HEADING FOR A TABLE TO BE OUTPUT AND A FORMAT STATEMENT
FOR THE CCNTENTS OUTPUT

STOREINAMFX,TYPEXMAPXMASTEPMI) - STORE NAME, TYPE, ANC MASTER
VECTORS IN MASTER

CCNVER(INPUX9OUTPUX,SPEC).- CCNVERT FROM EACDIC TO INTEGERW OR
REAL

ISAM INDEX-SEQUENTIAL OATASET NON-EXECUTION TIt4 E ROUTINES

TABLES: OPt OS, FL, IS
ENTRY POINTS:
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R.X1S(NIpNENTI - READ ISAM-RFLATEn OATASET PARAMETERS

PT PRIN; ISAM-pEtATE PARAMETERS

UXISPN~tNENT) - DUMP ISAM TABLE

I>!SýNC) - INTERPRET ISAM CATASET

LI LIST ROUTINES

lAdLES: LI, QU
ENTRY PC!NlS:

RLI(NGIP) - REAC LISTS

PLI(NC) - PRINT LISTS

DL((N() - DUMP LISTS

ILI - INTERPRET LISTS

FINDLI(NAMFI - FINE A LIST

GET(LNO) - GET NEXT ELEMENT FROM A LIST

IGET(LNC) - SAME FOR INTEGER-VALUED LISTS

CREATL(TYPEMQSIZELOHSDISLPTI 
- CREATE A LIST

PUTtLIST,FNTRY) - PUT AN ELEMENT IN A CRFATED LIST

REINIT(LNO) - REINITIALIZE A LIST

PEM4 (LPTXvNClthC2tNC) - PRINT "PRCCEDURE-EM8EODEf)O LIST

RLLI - RELEASE CREATED LISTS, PACK LIST TABLES

MAIN MAIN PROGRAM - CVERALL CCNTRCL OF SYSTEM

OPEN FILE OPEN AND CLCSE

TABLES: RU, FL
ENTRY POINTS:
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CLOSE(FTL) - CLOSF A lI P

PCP USED BY ERkOk RUu[INE (ASSI BLY LANGUAGf)

ENTRY PCINIS:

POP(NAMESAVE) - RETURN NAPE AND SAVF AREA OF CbLLING RrUTINE.
REMOVE CALLING RCUTINE FROM 14CALL" CHAIN.

LINK - LINK TC ENTRY "MAIN"

QSAM SEQUENTIAL ACCESS ROLTINFS

TABLES: FL, BU

ENTRY PCINTS:

READS(FILI - REAC NEXT RECORD

WRITS(FIL) - WRITE NEXT RFCORD

UPDATSIFIL) - UPUATE LAST RECORD READ

QU QUALIFICATICN RCLTINFS
TABLES: DI, QU, SG

ENTRY PCINTS:

RQ~UINC,IPJ - REAC QUALIFICATIONS

PCU(NC) - PRINT "

ICU - INTERPRET

DQU(NC) - (UJP"

FINDWU - FIND A QUALIFICATION
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rNTRY PCINrS:

RANL(X) - PETURN A PEAL RAN~CC NUMBER CN (0.,!.)

KANr RANCI'M NUMBER GENERATCR

ENTRY PCINTS:

RANDX(X,Y) - RETURN A REAL RANtDCM NUMBER ON IX,Y)

IRANOX(!XIY) - RETURN AN INTEGER RANflfl' NUMBER ON (~IdY)

READR INDFX-SEQUENTIAL DATASFr EXECUTION-TIMF REUTINES

TMdLFS: BUt C~t FL, IS
ENTRY POINTS:

AEAflR(NCF,NG) - EAE A RECORD

kRPlTRUNCF,NC: ;hR1TE A RE-Z-RO

UPflATR(N(;F) - UPGATE LAST RFCCRC REAfl

RPR PRCCELURE TABLE ROUTINES

lAI3LES: PR

IENTRY POIN;S:

RPR(NO,[PI - REAO PRf'CEDURE

DPR(NC) - flUMP PROCFrURE

PPR(NO) - PRINT PRVICFCURE

PTI -PRINT TIMFPS
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TABLES: OS, SC

ENTRY PCINTS:

RSG(Nfl 9 IP) - REAL SEGMt7NTS

ISG - INTERPRET of

PSG(NG) - PRINT t

CSG(NC) - DUMP

FINUSG(NAME) - FIND A SEGMENT

IFD - INTERPRET FIELCS

DFC(NO) - DUMP "

FINDFD(NAME) - FIND A FIFLn

T3 TABLE RCUTINES

TABLES: TB
ENTRY PCINTS:

RTB(NOIPi - REAO TABLES

-l(U PkIh(

DTB(NO) - DUMP

FINCDTB(NAME) - FIND I TABLE

TABLE(TARARC) - TABLE-LCCK-UP FUNCTION

ITABLE(TAB,ARG) - SAYE FOR INTEGER TABLES

TBO TRACE BLOCK DATA FOR USE IN CCNJUNCTION WITH "*TRACE"
CONTROL CARD. THERE ARE THREE OBJECT MODULFS SUPPLIED WITH
THE SYSTEM FOR THIS PURPOSE: "TBO00001 WHICH SUPPLIES NO
TRACING (EXCEPT UNDER CONTROL OF THE "TRACE" PROCEDURF
OP), "TBDOO1" WHICH TRACES ALL SUBRCUTINF CALLS, AND
"TDOO02" WHICH TRACES ALL ROUTINES FXCEPT TABLE ROUTINES,
wHICH PRODUCE VOLUMINOUS AND CONFUSING TRACE INFORMATION.
""TBDOO0" IS O8TAINED RY CFFAULT, ANf) THE CTHERS MAY BE
"INVOKED BY INCLUSICN AT LINK-EDIT TIME, AND APPRVPRIATE USE

Vt I -R4



T T ,.fA P dI (CA' P , SE),FE SEFC TIf' 2.

T!MF Tb5K TImffC, RCOTINES fASSENBLY LANCUAGEI

FNTWV PINTSý:

TIMF - SET INTERVAL TIMER

ITIME() RETURN INTERVAL TIMER VALUE



FCLLOW Ir Ni S AN~ ALPý-AfETICAL LIST LJ ALL ENTRY POINTS. FACHi
F NTRY~ PC INT q EFF SU T HF F~~. r rk rAI I % , I

NT Pv PC I T kU,

AL. AL
ALLOCE L
ALXPRE Aux~4k
AUXPRt ALWFP2
CLOSE CPFN
LL'jVfR INTFR

CREATE ALLCC
CRIATL L I
CRU Ac
OCH HO

!)ci CI

ocV HOD

CFO s G
0 1 ST D I
0D1STA D
DISTC
DISTV D I
DLI LI
DPR RPR
D C AC
Ocu ct)
DSG SG'
OTB T
DXIS ISAM
E PRRR ERRCR
I-XPR FXPQ
FYPQE FXPI4
FINDCH Ho
F INDCL HC

FINOOP Ho
F INODS DS
FINOOV Ho
FINDFO Sc
FINOLI LI
FINCOU Q
F[NDSG Sr
FINDITr TS
GET LI
M'EAr INTER

ICU HD
111 ol



I t TnI

St

IGF T L I

i oT FKP I N 1 F ý

ITA6LE TH

I x I I SAM
L INK POP
[CLAfE ALLOC
MAIN MA IK

OPEN flPEK

P C)P H D

P HD H C

PLI L I
PcP P LP

PROC A c
PSG S
PT6 T B
P T IP LII
PUTOL

P XS 15SAP~
R AN i, 'RAN
RANLX RANC
RCCC INTER

RCP H[)
ROS n
REAP.U B
PEAUR REACR

READS QSAM
AF IN1IT LI
RFSET AC

RL I L I
OLLI L I
R&PR RPR

'RCU rou



RSG S G
RTR T R
RXI S Sl
STARr AC
STORE INTER
TABLE TB
TIME TIME
uPDAtR RFACP
UPDAYS QSAM
WAIT AC
mAITD BOA?'
14RITO HA)
WRITR READR
WRITS QSAM
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10.0 INTERNAL PARAMETER OEFINITIONS

IN ADDITION TO ITS INPUT OR "EXTERNAL" ATTRIBUTESP AN ENTITY IN
THE SYSTEM MAY ALSO H4VE ATTRIBUTES (OR PARAMETERS) WhTCH ARE
USED ONLY IN THE INTERNAL OPERATICNS OF THE SYSTEM. IN FACT, SOME
TAIJLES, SUCH AS THE BUFFER (BU) TABLES, CCNSIST SCLFLY OF INTERNAL
PARAMFTERS. DEFINITIONS OF ALL INPUT PARAMETERS :4AVE BEEN GIVEN IN
SECTION 3, ANn IT IS THE PURPOSE OF THIS SFCTION ' DEFINE THE
INTERNAL PARAMETEkS.

IfN EACH TAHLE, THE IOFNTIFFER CF THE TABLE IS GIVEN (FOR
EI•XPLE, "FL" FCR FILE TABLE,, ANO THEN THREF ITEMS OF INFORMATION
ARE GIVEN FOR EACH INTERNAL ATTRIBUTE DrSCRIBED BY THE TABLE:

(I) ATTRIBUTE ICENTIFTER. FOR EXAMPLE NRSIZ" FOR "RECORD SIZEN.

(2) ATTRIHUTF TYPE. R = REAL, I = INTEGER, A = ALPHAMERIC

13) ATTRIBUTL OFFINITICN

AS DESCRIBED IN SECTION 9.1, A PROGRAM REFERENCE TO THE RECORD
SIZE (IF FILE "FIL" WCALD BE GIVEN BY "FLRSIZ(FIL)'.

THOSE ATTRIBUTES CONTAINING RFPFATING INFORMATION (SEE SECTION
9.1) ARE- MARKEE WITH AN ASTERISK 4*1*

SEME OF THE INTERNAL ATTRIBUTES ARE "INDEX PCINTERS" [SEE SECTION
9.11 TO FNTITIES IN TABLES, ANO IN SOME CASES CORRESPOhn TO AN
INPUT PARAMETER OIICH IS THE NAMF OF THE ENTITY. IN SUCH A CASE,
THE ATTRIBUTE WILL BE rEFINFD AS "POINTFR (XXXX)", WHERE "XXXX"
IS THE NAME CF THE ATTRIBUTE.

10.1 DEVICE PRCiTCTYPE TABLE lOP)

PTR I PCINTER (TB)

PTA I " (TABA)

PTS I " (TABS)

10.2 CHANNEL TABLE (CH)

TCC,. I -.. [.M.f-PF-CcMLETION CHAIN WORD

"IC k TIME CF CCMPLETICN

r. I CHANNEL QUEUE CHAIN wCRO: POINTER TO MCST RECENT

REQUEST FOR THIS CHANNEL IN TABLE

Q1 { I PCINTER TO NEXT REQGEST FORJTHIS CHANNEL

'USY I BLSY FLAG, -0 IF CHANNEL IS BUSY
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10 3 CONTROL UNIT TABLE (CUP

CH 1* POINTERS TO CHANNELS IT MAY BE ATTACHED Tn

DV 1* PCINTERS TO DEVICES ATTACHED TC IT

CCH ;, NAME OF CURRENT CHANNEL - MAINTAINED BY "PIC" ROUTINF

BUSY I BUSY FLAG, -0 IF CONTROL UNIT IS RUSY

LSE I CONTROL UNIT USE COUNTER - NUMBER nF SErKS [NITIATFD
BY THIS CONTROL UNIT FOR WHICH TRANSMISSION HAS NOT
TAKEN PLACE

1C.4 DEVICE T.A6LE

CU I POINTER TO CONTROL UNIT DEVICE IS ATTACHED TO

PTR I POINTER (TYPE)

CYL I LURRENT CYLINDEP UNDER HEAD

AVAL I NUMBER CF CYLINDERS AVAILABLE CN DEVICE

BUSY I BUSY FLAG, ýO IF DEVICE IS %USY

TCC I TIME-OF-COMPLETICN CHAIN WORD

TC R TIME OF COMPLETION

cl I uFVICE QUEUE CHAIN WCRD: POINTER TO MCST RECFNT
REQUEST FOR THIS DEVICE IN TABLE

cO I PCINTER TO NEXT REQUEST FCR THIS CEVICE

10.5 DATASET TABLE (0S)

PTR I* PCINTERS TO FILE TABLE E.rRIES F.R FILES WHICH BELONG
TO THIS UATASET

AMPT I POINTER TO ACCESS-METHOC-RELATED PARAMETERS ENTRY IN
ACCESS METHOD PARAMETER TABLE

10,6 FILE TABLE iFL)

TNR I TOTAL NUMBER CF RECOROS IN FILE

RSIZ I RECCRO SIZE

XPTR I PCINTER TO FIRST EXTENT OF THIS FILE IN EXTENT TABLES

NEX I NUMBER OF EXTENTS IN THIS FILE
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HPT I NUMBER OF BLOCKS PER TRACK OF THIS FILE

TPH A 1/PPT

TMT R TRANSMIT TIME PER ELCCK

EXTP I POINTER CFXT)

DVTP I PCINTER 4DEVT)

3UF I POINTER TC BUFFER TABLE

IC.1 EXTENT TABLE (FX)

PTRn I PCINTER 1DEV)

LREC I LAST RECCRO OF FILE ON THIS EXTENT

1C.b BUFFER TA6LES (BU)

MOST OF THE PARAMETERS IN THE BUFFER TABLES HAVE SIGNIFICANCE
ONLY TC THE ACCESS METHCD; THAT IS, THEY CONTAIN STATUS OF AN
OPEN FILE FCP USE BY THE ACCFSS METHOD. TWO PARAMETERS WITH
SYSTEM SIGNIFICANCE, HOWEVER, ARE:

(I1 CUB - MUST BE NGN-ZERO WHILE FILE IS OPEN AS AN INDICATION
THAT THE BUFFER ENTRY IS IN USE

(2) BUF - THIS IS A REPEATING ATTRTBUIE, EACH INSTANCE:CF
WHICH CORRESPONDS TO A BUFFER AVAILA3LE FOR USE BY
Ti-E FILE USING THIS BUFFER TABLE ENVRY. TWr

SUBSCRIPtS ARF RECLIRED TO ACCESS THE ATTRIBUTE
iINFCRMATICN FOR A 8UFFER; FOR EXAMPLE,
"UFIBUFM I)" WCULD CCNTAIN INFORMATIUN RELATING TO
THE "I-TH" BUFFER CF BUFFER TABLE ENTRY "HUFN.

WHEN A RECUEST FOR I/C IS PRESENTED Tr, TNH SYSTEM
BY AN ACCESS METHOD C9Y THE HAC" RfJUTINE, SECTION
q3),t A CBUF,I) PAIR IS ALSO SPECIFIED, UPCN RFCEIPT
OF THE REQUEST BY THE SYSTEM. A NON-ZERO VALUE IS
STOREC IN 2UFFER "OUHUFIBUFVI)m BY THE SYSTEM, AND
WHEN THE REQUEST IS SATISFIED, -BUBUFCRUF,I)" IS
ZERCED CUT AGAIN.

IN THE FCLtCWINGt YHE PARAMEAS A•RE DEF'INED A.S THE WERE FOR THE
SEQUENTIAL ACCESS MFTHCO.

LSTR C LAST RECCR.C RECEIVED FROA fWRITE) OR SENT TO (REAO)
PROGRAM

Cub I CURRFNT BUFFER (CF aUFFEK ENTRIES) INTERFACING RECOROS
TC PROGRAM
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NXR I NEXT RECORD (OF BLOCK OR RECORDS REPRESENTEC BY "CUB")

TO BE INTERFACED WITH PROGRAMS

BUF I* BUFFER ENTRIES

LiP I UPDATE FLAG. =l IF LAST RECORD READ IS TO BE UPDATED.

STAT A FILE STATUS. R= READ SEQUENTIAL. W=WRITE SFQUENTIAL.

LBS I NOT USEC

LRS I

LRA I

EOL I

10.9 LIST TABLE (LIl)

TYPN I LIST TYPE CODE
I = LITERAL (ILL)
2 = SECUENTIAL ISLI

3=RANDOM (RL,RQ)
4 =' RANOCM SEQUENTIAL IRS,SQ)

MOON I LIST MODE CODE
1 R
2= 1
3 =A

DPTR I PCINTER (DIST)

PTR I PCINTER TO FIRST ELEPENT OF THIS LIST IN LITERAL LIST
ENTRY TABLE (LETA8)

THE FCLLOWING ARE DYNAMIC PARAMETERS WHICH RECORD THE CURRENT
STATUS OF A LIST. AT PROCEDURE INITIATION, THE DYNAMIC PARAMETERS
WILL CCSTAIN THE SAME VALUES AS THEIR CCRRESPCNCING "STATIC", OR
INPUT PARAMETERSt BUT wILL CHANGE DURING EXECUTION AS ELEMENTS
AREýREMOVED FROM THE LISTS.

SIZD I SIZE OF LIST

I1O I LOW VALUE (I-LIST)

IHS I KIGH OR SKIP VALUE (I-LIST)

RLO R LOW VALUE (R-LIST)

RHS R HIGH OR SKIP VALUE IR-LIST)

LPTR I POINTER TL NEXT ELEMENT CF A LITERAL LIST
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1O.1C PROCEDURE TABLE (PR)

OPN I OPERATICN CODE NUMBER

OPTR I PCINTER (C8J)

LPTR I POINTER (LIST)

SPTR I PCINTER ISGC)

FPTR I PCINTER (FGOC)

SYNC I "SYNC" CHAIN WORD - TIES TOGETHER PROCEDURE STATEMENTS
WHICH HAVE BEEN SYNC'ED

14PTR I NCT USEC

NO I STATEMENT NUMBER (FCR PROCEDURE PRINT AND DIAGNOSTICS)

ER I ERROR FLAG. =1 IF PRCCEDURE INTERPRETATION HAS FOUND
AN ERROR IN THIS STATEMENT.

LREC I LAST RECORD ACCESSED BY THIS STATEMENT (IF AN ACCESS
OP)

INCLUDED WITH THE PRCCEDURE TABLE IS THE TIMER TABLE (TiI, WITH
TWE FOLLCwING PARAMETERS:

KAME A TIMER NAME

TIMS I POINT IN SIMULATED TIME WHEN THIS TIMER WAS SFT

TIMR I VALUE CF REAL TIME CLOCK WHEN THIS TIMER WAS SFT. THE
REAL TIME CLCCK CCUNTS D0WN IN 26 MICROSECOND UNITS.

10.11 DISTRIBUTION TABLE (CI)

SIZE I NUMBER CF ENTRIES IN CISTRIBUTION

PTR I POINTER TO ENTRIES IN DISTRIBUTION CONTENTS TABLE:
DEARG = TABLE OF ARGUMENTS IRANDCM VARIABLE)
DEVAL = TABLE OF VALUES (CUMULATIVE DIST. VALUES)

CLAS I TYPE/MOCE CLASS
I = INTEGER/IkTERPOLATE (OR INTEGER CONTINUOUS)
2 = INTEGER/NO INTERPOLATE
3 = ALPHAMERIC
4 = REAL/DISCRETE
5 = REAL/CCNTINUOUS

10.12 QUALIFICATION TABLE (CU)

IN THE FCLLCWIKG, "INTERVALN REFERS TO THE PHENOMENON INTRODUCFD
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BY "SORT" QUALIFICATIONS (SEE SECTION 3.5)p NAMELY# THAT QUALIF-
ICATIONS INVOLVING SORT FIELDS CUALIFY RECORDS OP SEGMENTS CIVER
SOME SUBSET OF THE VATASET RECCRD RANGE.

VALI I FIELD VALUE IINTEGFR)

VAL9 N FIELD VALUE (REAL)

PS•j R FRACTION OF SEGMENTS QUALIFYING OVER INTERVAL

Psc x to O OVERALL

p -I i ACTICN CF OAitSvi MASIERS WUAL t--Ylr,- -N T,. IN'TFkV4L

NRQ I NUMBER CF DATASET MASTERS tOR RFCPRDS) QUALIFYING

LRC I LOW RECORD CUALIFYING

HRQ I PIGH RECORD QUALIFYING

TYPE I QUALIFICATIrN TYPE ISEE SECTION 3.5)
1 = FIELD
2 z eCOLEAK
3 = SEGMENT

FTYP A FIFLD TYPE (FOR TYPE I QUALIFICATION) I, R, A

SGPT I POINTER TO SEGMENT BEING QUALIFIED

FOPT I PCINTER TO FIELC

Q13P I POINTFR TO ""I" OR "Q3" (SEE SECTION 3.5)

Q2PT I PCINTER TO "02"

NXPT I POINTER TC NEXT QUALIFICATION TO INTERPRET IF THIS ONE
IS MODIFIED (NOT IMPLEMENTED)

IFLG I INTERPRETATION FLAG
0 QUALIFICATION NOT INTERPRETED
I = INTERPPFTED
2 =IN ERROR

SFLG I SORT FLAG -0 IF THIS IS A SORT QUALIFICATION

10.13 SEGMENT TABLE (SG)

SUPP I POINTER ISUPI)

IJSPT I PCINTER (US)

TNS I TCTAL NUMER CF SEGMENTS OF T.HISTYP .

OSMP I PCINTER TO THE DATASET MASTER SEGMENT OF THIS SFGMENT
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NPOv I NUMBER GF THESE SEGNENTS PER JATASET MASTER

10.14 FIELD TABLE fFD)

SGPT I POINTER TO SEGMENT THIS FIELC BELONGS TO

DPTR I POINTER (CIST)

SIPT I PO!NTER (SILS)

lO.Lt TABLE TABLES (TB)

SIZE I NLMBER OF ENTRIES IN TABLE

PTR I PCINTER TC FIRST ENTRY IN TABLE CCNTENTS TABLE (TBENT)

10.16 QUEUE TABLE (C) (HCLCS RECUESTS FCP I/O)

CHAIN I CHAIN WORD FCR CHAINING QUFUE ELEMENTS TOGETHER

UEV I DEVICE REQUESTFD

CYL I CYLINDER

THKP R TRACK POSITION OF RECCRD

TMT R T RANSMIT TIME OF RECCRC

BUF I POINTER TO BUFFER

TYP A I1C RECUEST TYPE
R = READ
h = WRITE
WV = WRITE VERIFY INCT IPPLEMENTEDI
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S11.0 5YSTEM DISTRIBUTION AND MAINTENANCE

THE PHASE II SYSTEM AS DISTRIBUTED CONSISTS OF A TAPE AND AN

EXPLANATORY LISTING, AS DESCRIBED IN THE FOLLOWING.

11.1 DISTRIBUTION TAPE

THE DISTRIBUTION [APE (BOOBPI, UNLAPELLED) CONTAINS SIX FILFS AS
FCLLGWS!

(1) DATASET "SYS'TEMlt A PARTITIONED DATASET ("POS") WHOSE MEMBERS
ARE OBJECT MODULES OF THE SYSTEM. THE NAMES OF THESE MEMBERS
ARE OF Ti-E FORM *XXXXXNNN", WHERE -XXXXX" IS A MODULE NAME,
AS GIVEN IN SECTION 93,3 AND "NNN" IS A SERIAL NUMBER,
USED FU DENi;TE ',is-iRFNT GENERATIVNS OF OBJECT MODULES.

(2) DATASET "SOURCE", A PS WHCSE MEMBERS ARE SOURCE MODULES. THE
NAMES OF THE SCURCE MODULES ARE GIVEN IN SECTION 9.3.

THE SOURCE MODULES IN "SCURCE" ARE NOT COMPLETE, IN THAT THEY
DO NOT CONTAIN THEIR REQUISITE TABLE SPECIFICATIONS. WHEN
CCMPILING SOURCE MODULES, THE RECUIRED TABLES (SEE SECTION
9.31 MLST qE 1PRE-1 CONCATENATED WITH THE MODULE.

(3) DATASET &'LINK", A SEQUENTIAL DATASFT 1"SDS") USEO AS THE
"SYSLIN" DATASET IN THF SYSTFM LINK-EDIT. IT CONTAINS CARDS

OF THE FORM "INCLUDE(XXXXXKNN)", WHERE NXXXXXNNN" IS AN OBJECT
MGDULE NAME.

(4) DATASEY "TABLES"t A PDS WHOSE MEMBERS ARE FORTRAN-LANGUAGE
TABLE SPECIFICATICKS. THE NAMES OF THE MFMBERS ARE THE NAMES
CF THE TABLES AS GIVEN IN SECTION IO.C.

(5) DATASET "USER", AN SCS CONTAINING THE USER GUIDE.

(6) DATASET *UPDATE-, AN SOS CONTAINING UPDATES TO THE SOURCE
MODUIES. THEY ARE UPDATES TO THE SOURCE MODULES DISTRIBUTED

WITH THE SYSTEM AND ARE ALREADY REFLECTED IN THE DISTRIBUTED
uBJECT MOUULES. FUTURE MINOR UPDATESt HOWEVER, CAN BE DISTRIB-
UTED IN THE FORM OF UPDATE CARDS TO BE MERGED WITH THE UPDATE
DECK, WHICH THEN %CULD BE RUN AGAINST THF SnURCE DECKS AND
CCMPILED TO OBTAIN A NEWLY UPDATED OBJECT MODULE.

11.2 DISTRIBUTION LISTING

THE DISTRIBUTION LISTING IS THE OUTPUT OF A JOB WITH THE FOLLOWING
JOB STEPS:

I1) INITIALIZE DISK BY SCRATCHING DATASETS TO BE CREATED BY STEP

(3)t IF THEY EXIST

(2) CCPY THE PHASE I1 MASTER SYSTEM FROM DISK TO DISTRIBUTION TAPF
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(3) CCPY THE SYSTEM DATASETS FRCY TAPE BACK TO THE DISK TO TEST

(4) LINK-EDIT THE SYSTEM

(5) EXECUTE A TEST EXAMPLE

(6) DEMCNSTRATE THE USE OF THE UPDATE OATASET

41) DEMONSTRATE A COMPILE CF A SCURCE 40OULE

(8) PRINT THE USER GUIVE FROM TAPE

19) SCRATCH DATASETS CREAFED BY |3)

VI9
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12.0 MATHEMATICAL MODELS

THIS SECTION CONTAINS SOME DERIVATIONS AND FORMULAS WHOSE
MOTIVATION OR FORM MAY NOT RE OBVIOUS FROM THE PROGRAM LISTINGS.

12.1 QUALIFICATION

THERE ARE SEVERAL CALCULATIONS TC 9E PERFCRMED IN ORDER TO
DETERMINE THE RANGE ANC VOLUME OF DATASET MASTER RECORDS WHICH
CUALIFY FOR EACH QUALIFICAUICk SPECIFICATION. THESF CALCULATIONS
DEPEND ON QUALIFICATION TYPE (FIELD, BOOLEAN, 09 SEGMENT), AND
WHETHER OR NOT SORT FIELDS ARE INVOLVED. FURTHERMORE, FOR SEGMENT
QUALIFICATION, THEY CEPENO ON WHETHER OR NOT "SEG" IS SUPFRfIOR TO
THE SEGMENT QUALIFIEC BY "Q3". IN THE FOLLCWING, WE WILL DISCUSS
THE FORMULAS FOR SCME OF THESE CASES; HOWEVER, WE WILL LIST ALL
CArv AND THE USER LAN TURN TC THE PROGRAM LISTINGS FOR FURTHER
AMPLIFICATION.

IN THE FCLLOWINGt "SEGMENT" REFERS TO THE SEGMENT BEING QUALIFIED
BY THIS QUALIFICATION, AND "MASTER" REFERS TO THE DATASET MASTER
SEGMENI OF "SEGMENT".

FOR EACH QUALIFICATION WE WISH TC CCMPUTE:

PSQI - FRACTION OF SEGMENTS QUALIFYING ON THE INTERVAL (IF A
QUALIFICATION IS NOT A "SORT QUALIFICATION", THE INTFVAL
IS THE WHOLE RANGE OF SEGMENT OCCURRENCES)

PSC - FRACTION OF SEGMENTS QUALIFYING OVERALL

PMOI - FRACTION OF MASTERS QUALIFYING ON THE INTERVAL

NRQ - NUMBER OF MASTERS QUALIFYING

LRQ - "LOW" MASTER QUALIFYING

MRQ - "HIGH" MASTER CUALIFYING

oE MAKE THE FOLLOWING DEFINITIONS:

N - NUMBER OF SEGMENTS PER DATASET MASTER

NO - TOTAL NUMBER OF DATASET MASTER SEGMENTS (= NUMBER OF
RECGROS IN CATASET)

(1) A GENERAL CALCLLATICN

IF A FRACTION "P" OF THE SEGMENTS IN QUESTION QUALIFY, THEN
(UNDER ORDINARY CIRCUMSTANCES)v THE OTHER PARAMETERS ARE
CALCULATED AS FOLLOWS:
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PSCNPS(I=P

PMQI 1. - PROB. THAT THF MASTER SEGMENT DOESN#T QUALIFY
I.- (PROB. THAT NGNE CF ITS INFERIOR SEGMENTS IN

QuESTION QUALIFY)
I.-I. - PSQI**N

LRC = I

HRC = KD

(2) FIELU QUALIFICATION INAMF QUAL FLDRELVAL)

LET "P" BE THE FRACTION OF FIELDS QUALIFYING.

(A) "FLD" IS NOT A SORT FIELD - CALCULATE AS IN (1)

(1) "FLD" IS A SORT FIELC

LET DH = FRACTION OF FIELD VALUES "LESS THAN" THE HIGHEST
QUALIFYING VALUE OF THF FIELD

PSol = I

PSQ = P

PMQI = I

NRQ = PS *ND

HRU = ND*I)H

LRC = HR; - NRC + 1

(3) BCOLEAN ýUALIFICATION (NAME CUAL QlvRELQ2)

LET PSQI = PSQ FCR SEGMENT QUALIFIEC BY 01

PSC2 = " 02

(A) NEITHER 'W U OR C2 ARE "SORT" QUALIFICATIONS

P v PnQA*PSQB IF RELI = "AND"

P = PSQA¢PSCB-PSCA*PSQB IF RELl = "OR"

FINISH AS IN II)

(13) CI OR Z2 IS A SORT QLALIFICATION

(4) SEGMFNT QUALIFICATICK (NAPE GUAL SEG#HASQIPREL2#N)

LET.
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SEG2 = THE SEGMENT CUALIFIED BY Q3
NS2 = NUMBER OF SEG2 SFGMFNTS PER SEG
PS2 = PROBABILITY THA T A SEG2 QUALIFIES BY Q3
C(NlvN2) = NUMBER OF COMBINATIONS OF NI THINGS TAKEN N? AT

A TIME

(A) SEG IS SUPERIOR TO SFG2

tAI) Q3 IS NOT A SORT QUALIF!CATION

-"THE PROBAEILITY THAT EXACTLY "S" SEG245 QUALIFY FOR A
RANDOM SEG IS GIVFN RYr

P= C(NSZM)}(PS2*kM|*4II-PS2)**(K-NS?))

FINISH AS IN (1)

(A2) Q3 IS A SORT QUALIFICATION; SFG AND SEC2 ARE ON DIFFERENT
DATASETS

IA3) Q3 IS A SERT CUALIFICATION; SFG AND SEG2 ARE ON THE SAME
DATASET

1B) SEG INFERICR TC SEG?

(81) SEG, SFG2 ON THE SAMF DAfASET

(B2) SEG, SEG2 ON CIFFERENT DATASETS

12.2 ISAM OVERFLOW CHAIN LENGTH CISTRIBUTION

THIS PROBLiM CAN BE STATED AS FOLLOWS:

LET: F = NUMBER CF PRIME TRACKS INITIALLY FULL

A = NUMBER OF OVERFLOw RECCRDS TO RE ASSIGNEO TO THE M
TRACKS AT RANCOM

WHAT IS THE PROBABILITY Q(N) THAT A TRACK CHCSEN AT RANDCK HAS
EXACTLY N OVERFLOW RECCRDS?

-'•IS PROBLEM CAN BE TREATEC AS A CLASSICAL OCCUPANCY PROBLEM-
(StE WILLIAM FELLER, AN INTRODUCTION TO PROBABILITY THEDRY AND
"ITS APPLiCATIGNS, WILEY, 1Q57, P. 34), WITH A SOLUTION AS
FCLLOWS:

SQ(N)=CIANJ*(I 1/M)**N)*( NI-ItM)**(A-N))

WHERE C(AN) IS THE NUMBER CF COMBINATIONS OF A THINGS TAKEN N AT
A TIME.

HOWEVER, THE DESIRED DISTRIBUTION EXCLUDES N=O, THAT IS,
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T"ACKS WHICH HAVE NO OVERFLOW CHAIN. THE PROBABILITY P(N) THAT

AN OVERFLOW CHAIN IS CF LENGTH N fN>O1 IS THERFFORE:

P(N) a Q(N)/(1-P1012
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END OF PHASE I1 USER GUIDE

PLEASE SEND CORRECTIONS, CCMMFNTS, AND SUGGESTIONS TO:

P. J. OWENS
IBM RESEARCH
t(C6/C24
MCNTEREY ANC COTTLE RCACS

SAN JOSE# CALIFGRNIA 95L14
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SECTION VIII

GLOSSARY

ViII-'



GLOSSARY

Definitions of some selected term nologies used in this contract report are given

below for easy reference:

* Access Method - A data management program providing the retrieval, update and

maintenance function for a data set.

* Access Strategy - The order and the access methods to be used in accessing all the

relevant records requested in a tranqaction.

* Allocation - The assignment of records to specified locations of storage.

SDBA (Basic Direct Access Method) - A specific IBM implementation of the direct

access file organization.

, BISANI (Basic Indexed Sequential Access Method) - Two modes of access to ISAN! data

sets. In retrieval, the access method program is presented with a record

identifier and it searches through indexes to retrieve the desired record.

In insertion, a record is presented to the program and it is inserted in

logical sequence on the basIs of its identifier.

* Block (Physical Record) - A series of physically contiguous characters on a

physical storage device; the unit of information transfer from peripheral

devices to core memory. Blocks may contain one (unblocked) or more logical

records.

* Blocking Factor - The number of logical records per (physical) block.

* BSAM (Basic Sequential Access Method) - A mode of accessing a SAM file organiza-

tion where the user provides any required buffering and deblocking.

- Bucket - In the direct access organization, a set of one or more record positions

associated with a particular address. Records whose identifier (or key) trans-

forms to tiis address will be stored in this bucket or its extensions.
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* Buffer - An area in core storage set aside to hold the contents of one block from

a physical storage device.

, Byte - A generic term for a group of adjacent binary bits used as a unit. Typical

examples are 8-bit byte and 6-bit byte.

* Chain - A means of interconnecting a series of information units. The connection

is by means of a pointer field stored in one unit pointing to the next unit in

sequence.

* Channel Program - A program to be executed by a channel.

-Cluster - A set of consecutive keys separated at both ends by a gap from other keys.

* Clockworks Model - A computerized simulation model in which complex transactions

are described in terms of paths through a processing network composed of queues

before specific processing stations. The lengths of the processing steps and

the completion times for processing steps on a primitive transaction are deter-

mined in terms of a master clock which records simulated flapsed time.

* Collision Length - In a key to address transformation, select an arbitrary key

as a starting point. The maximum number of keys following the starting key

that can be mapped to distinct addresses is called the collision length.

* Control Unit - A device controlling the operation of I/0 devices such as disks,

tapes, pointers, etc.

* Core Memory - The section of memory attached directly to the CPU. The CPU can

only directly address data and instructions stored in core memory.

- CPU (Central Processing Unit) - The computer section that provides primary inter-

pretation of the users' programs.

* DASD (Direct Access Storage Device) - A peripheral, physical storage device,

e.g., drum, disk, d& cell.

I -
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"" Data Base - The -otality of the collected data items in an installation.

"* Data Mianagement Program - A program in the Operating System that assists the user

in accessing and managing his data files.

"" Data Rate - The speed in bytes per second that a device can transmit or receive

data.

"* Data Set - An IM• term for a data file (and in the case of ISAN, its associated

index and overflow areas).

"* Debugging - The process of detecting and correcting errors in a program.

"* Density of the Key Set - The ratio of the number of existing keys to the total

number of possible keys in the key space.

"* Domain - A mathematical concept associated with all the possible values of a set.

"" DUMP - The act of printing out the entire contents of the core memory for error

detection by invoking a system dump routine.

" Entity - A distinguishable object, thing or event on which information is recorded.

"* Extent - A collection of stored data items that are both homogeneous and contiguous.

On a disk storage device, an extent is characterized by the volume number, the

starting cylinder and the number of cylinders in the extent.

"* Field - The smallest information-bearing unit that may be queried and processed

by a formatted file system.

* FORB4 (or FSSN) (File Organization Evaluation Model (or File Structure Simulation

Model)) - An off-line equation evaluation model for simulating the complex query

and update transactions typical of next generation formatted file systems. (See

Final Report, Contract AF 30(602)-4088 for details).
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"* FOREM II (File Organization Evaluation Model, Phase II) - An off-line clockworks

model for simulating the complex query and update transactions typical of next

generation formatted file systems.

"* FORMS (File Organization Modeling System) - An on-line, combined equation evalua-

tion-clockworks model for simulating primary key access methods. (See User's

Manual complete/ under Contract AF 30602-69-C-0100 for details.)

"" Full Track Blocking - One (physical) block per track.

"* Galois Field - A finite field defined in the mathematical sense.

"* Identifier - A group of fields which provides unique identification for a record

or segment,

"* Insertion - The placement of a new record into a file.

"• Inverted File - A sequence of records ordered according to the magnitude of the

value of a field other than the primary key field.

"* I/O Supervisor - A control program for I/O operations.

"* ISAM (Indexed Sequential Access Method) - A specific IBM implementation of an

indexed sequential primary key file organization.

"" JCL (Job Control Language) - A language for specifying the characteristics of a

particular program to an IBM Operating System.

. Key-to-Address Transformation - A technique of converting a set of keys into a

set of addresses on a storage device.

- Load Factor.- (See Packing Factor)

* Master Segment - A segment that appears at the root of a hierarchic tree structure

for a logical record. The master segment is superior to all periodic segments

and appears once and only once per logical record.
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"* Mlaster Index - In ISANI, any index level above the cylinder index.

"" OS (Operating System) - An I Bl supplied system of programs for controlling and

assisting the execution of user programs.

"* Overflow - Number of records that are assigned to : unit of storage space (aI

bicket, u track, etc.) exceed the capacity of that space.

"* Pack (Volume) - A removable set of disks for a disk ;tarage device.

" Packing Factor - In the direct access organization, the percent of possible record

positions that are occupied by data records.

"* Partition - Disjoint subdivision of a set of objects into smaller subunits.

"* Periodic Segment - A segment that appears at a level other than the root of a

hierarchic tree structure for a logical record. There will be a variable

number of periodic segments per logical record.

"* Processing rime - The elapsed CPU time for accessing and processing a logical

record.

"" QISNN (Queued Indexed Sequential Access 'Iethod) - Two modes of access to ISAM data

sets. In retrieval, the access method program is presented with a record

identifier and it searches through indexes to find the location of the corres-

ponding record. It then proceeds to access, in logical sequence with automatic

buffering and deblocking, as many logical records as the user requests. Updating-

in-place is performed in this mode by the user requesting that the modified

block in core be written back over the corresponding block on the physical storage

device. The create mode is used to create and load an ISA.I data organization onto

physical storage.

* QSA&! (Queued Sequential Access Method) - A mode of accessing a SNN! file organiza-

tion where the data management program provides automatic buffering and de-

blocking.

j uery - The process of accessing a desired set of records from a file.

Sii
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- Relation - The mathematical definition of a set which is a subset of a product

space DI .1), ... × and whose elements are of the form of ordered
- n

n-tuples (d d, .... , dn).

* jepeating Segment - (See Periodic Segment)

* SV,4 (Sequential Access Mlethod) - A specific IBM implementation of the sequential

file organization.

* Secondary Index - A cross reference index relating the values of any non-key field

to either the primary keys or the addresses of the corresponding records.

* Seek Time (Access 'lotion Time) - The time required to position the access mechanism

at the cylinder containing the desired record.

* Segment - A specific concatenation of fields providing a description of the

properties of a particular object or event.

* Trace - A time sequence recording of the occurrence of events.

* Transaction - A collection of several' related processing actions in connection

with an application task.

- Update - The change or modification of one or more field values in a record

already in the file.

* Variable (Length) Segment - A segment which contains a variable number of

characters.

* 2314 - A specific type of IBM disk device.

- 2400 - 2, 3, 4, 5, 6 - Various models of IBM tape drives.
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